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1.1 Speed Revolution
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In the past two decades, dynamic RAM densities have increased from 1 Kbit per chip
to more than 256 Mbits per chip, a factor of over 256,000. DRAM performance has
not kept the same pace as these density changes; access times have only improved by
afactor of 10. The market demand to lower the price per bit far exceeded the demand
for improved accesstimes as designers utilized primary and secondary cache memory
structures to circumvent the long DRAM access latencies.

During this same 20-year period, microprocessor performance improved by two
orders of magnitude. The new reduced instruction set computers (RISC) with their
attendant superscalar architecture require at least twice the bus bandwidth as the ol der
complex instruction set computers (CISC) due to the spawning of multiple
instructions per clock tick.

Multiprocessor-based RISC systems have only added additional bandwidth
requirements. It became evident at the beginning of this decade that main memory
required at |east an order of magnitude improvement in bandwidth or that much larger
high-performance cache memories be applied if the performance gains of the
emerging CPU architectures were to be maintained. (Figure 1-1). This, in essence,
was the driving force behind the development of the synchronous DRAM.

The reasons for the main memory performance bottleneck are related to device
geometry, switching at the interfaces, and transmission line reflections. The
performance of modern CPUs mainly depends on the ever-decreasing geometries of
the CMOS-based DRAM. Historically, the smallest geometries have been delivered
first in the form of DRAMSs. Horizontal and vertical scaling of these devices has
enabled lower voltage supplies and higher operating frequencies.

Simultaneous switching of push-pull transistors at the external interface causes high
instantaneous power excursions. The slew rate control to limit this excursion and the
el ectrostatic discharge protection circuitry both delay the switching characteristics of
the input/output structures

Transmission line reflections from the lessthan-ideal external multiple-stub
environment is a particular concern of the systems designer.

Synchronous DRAM User’'s Manual, Doc. M10187EU1V0OUMOO 1-1
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1.2 Advantages of Synchronous DRAMs

1-2

The synchronousDRAM (SDRAM) derivesits name from the fact that all of theinput
signals, called commands, are accepted by the device on the rising edge of the clock
signa (“synchronized” with the clock). The clock allows data pipelining within the
device and data output in a continuous stream.

Advantages of synchronous DRAMSs over fast-page mode DRAMs stem from three
major advances in memory and semiconductor technology. The first is the use of a
double-metal process developed by NEC for 16-Mb DRAMSs. Here, interconnects
over the memory cell array allow the highly-parallel sense amplifiers to beused asa
high-speed cache. Random data access on an active row occurs on each clock edge,
yielding a cycle time of 10 nanoseconds.

The second innovation is the application of adirectly connected system clock with an
internal state machine to control the fully pipelined operation of the memory. This
eliminates internal “self-timed” circuitry, enabling higher throughput, improved
testability, and better yields in a high-volume production environment.

Thethird innovation involvesthe physical interface levelsand power supply voltages.
The NEC synchronous DRAM is designed to use the JEDEC standard 3.3-volt Vdd
supply with the datal/O designed to the standard low voltage TTL interface (LVTTL),
internally regulated to 2.5 volts for the internal DRAM array. Both contribute to
lowering the individual device power budget over the older 5-volt power supply for
TTL standard devices.

The NEC synchronous DRAM is available in the thin, small-outline package, type I
(TSOP2), JEDEC standard.

Synchronous DRAM User’s Manual, Doc. M10187EU1VOUMO0O 11/3/95
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Figure 1-1. CPU Clock Frequency vs Cache Memory Speed
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2.1 Features

2.1.1

2.1.2

2.1.3

Synchronization

Synchronizing the memory device with the clock has the advantage that all signals
going to the memory device meet the same requirements with respect to the clock as
most other components in the system. With the SDRAM, most control logic in the
memory system that was used to synchronize data from the memory with the system
clock may now be eliminated.

Two-Bank Structure

Having two banks alows two operations to be in progress simultaneously; for
example, outputting data from one bank while the other bank is being precharged.
This significantly reduces system latency.

Also, many systems are designed with multiple memory banks. Having the
interleaving logic on the memory devices reduces the complexity of the system
because it is no longer required externally.

Burst Transfers

The SDRAM has the ability to output a fixed number of memory locations on
successive clocks. This makes it very easy to fill a cache with a fixed cache line
length. Since commandsto the memory device are not required for each transfer in the
burst, system complexity is reduced.

2.2 Comparison With Conventional DRAM

11/3/95

Figure 2-1 showsthe basic actions by the SDRAM in comparison with a conventional
DRAM, which has RAS, CAS, WE, and OE input pins. Signal levels and timing
control the actions at these pins.

Inthe SDRAM, external signals are latched with the positive edge of the clock pulses,
and particular high and low combinations are recognized as commands.

Synchronous DRAM User’s Manual, Doc. M10187EU1VOUMOO 2-1
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(210) Theactivate command (ACT) correspondsto RASfalling of the datawith asense
amplifier.

(11) Theread command (READ) correspondsto CASfalling and servesto read out the
column address (B1) data.

(12) The precharge command (PRE) corresponds to RAS rising and starts the
precharging.

Figure 2-1. Synchronous DRAM Comparison With Conventional DRAM

Synchronous DRAM (CAS Latency = 3)

T1L T2 T3 T4 T5 T6 T7 T8 T9 T10 T11

cock | [ LI LT LI LT L L L L)L

Command PRE
Address
DQ (QB1YQB2XQB3XQB4)

< 3 clocks >

Conventional DRAM (Fast Page)

RAS |
CAS |

WE (High)

95CLJ-0638Z (6/95)

2.3 State Diagram Definitions

Figure 2-2 isasimplified state diagram of the SDRAM. Each circle represents a state
of the SDRAM, and commands or conditions on the lines represent an external input.

Idle. All actions start from the idle state. This state is the same as the precharged
standby state. If the precharge command (PRE) isasserted, the SDRAM automatically
goesto this state after tRP.

Row Active. The row active state is when a row address has been selected but no
action (such as aread or write command) has been requested. To transition from the
idle state to this state, the activate command (ACT) with the row address must be
asserted.

2-2 Synchronous DRAM User’'s Manual, Doc. M10187EU1VOUMO0 11/3/95
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Read, Write. The SDRAM will be in a read or write state when the device is
performing aread or write operation. Once the read or write is completed, the device
will automatically return to the row active state unless auto precharge was also active,
in which case it will return to the idle state.

Read Suspend, Write Suspend, ReadA Suspend, WriteA Suspend. During aread
or write, if the clock enable pin (CKE) goeslow, the SDRAM suspends the operation.

ReadA, WriteA. If aread with auto or write precharge command is asserted, the
SDRAM automatically goesto the precharge state and then goes to the idle state after
the read or write actions.

Mode Register Set. The mode register may be written when in the idle state. Two
clocks after completion of the write, the SDRAM will return to the idle state.

CBR Refresh. During CBR refresh, the SDRAM will refresh two rows, one in each
bank. Before executing the CBR command, both banks must be in theidle state. After
completion of the refresh, a precharge will be executed and the SDRAM will return
to theidle state.

Self-Refresh. The SDRAM has a low-power standby state called self-refresh. This
state is entered when the CBR refresh isexecuted and CKE islow. Whilethe SDRAM
isin self-refresh, the device will automatically refreshitself. No user-executed refresh
cycles are needed during this time. To exit self-refresh, the CKE line is brought high
and the SDRAM returns to the idle state.

Power-Down, Active-Power-Down. Both power-down and active-power-down
modes are entered by bringing CKE low when either in theidle state or the row-active
state, respectively. While in this mode, all input buffers except CKE are turned off.
This reduces the amount of power required by the SDRAM. When CKE is brought
high, the device will return to its previous state, either the idle or row-active state.

Synchronous DRAM User’'s Manual, Doc. M10187EU1V0UMO0 2-3
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Figure 2-2. Simplified State Diagram
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2.4 Pipeline Implementation

2.4.1 Concept of the Pipeline

The pipeline circuit technology was introduced to increase the data transfer speed by
dividing the series of column side actions and parallel actions of each divided block.
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Inthe NEC 16-Mb SDRAM, the column side actions are divided into three steps by
the clock.

Figure 2-3 shows the concept of the three-stage pipeline architecture in comparison
with conventional DRAMSs. In the conventional DRAM, the column side actionsfrom
a column address input to the corresponding data output are series actions. Whereas
in the SDRAM, the column side actions are divided into three blocks that act in
paraldl.

Figure 2-3. Pipeline Concept

Synchronous DRAM

Conventional DRAM (Fast Page)

| Y (Column) - Decoder| |Address 1| Address 2| Address 3| Address 4| Address 5| Address 6|
4 4 4 4 A

v
| Data amp. | | | Data 1 | Data 2 | Data 3 | Data 4 | Data 5 |
v 4 4 4 4
| Output buffer | | | Datal | Data?2 | Data 3 | Data 4 |
T1 T2 T3 T4 T5 T6
J R N N Y R S U Y N N S S
. DATA1 Y >
S DAz g
DATA3 < >
data. DATA 4 < >
DATA OUT { Datal X Data2 X Data3 X Data4 )

Same length

Y (Column) - Decoder ddress 1 ddress 2
Data amp. Data 1 Data 2
Output buffer Data 1 Data 2
Access time of DATA1 4 >
each individual DATA 2 < >
data. DATA OUT ( Datal) < Data 2 >‘ Data Out: every CAS

falling edge

|:| : Unused part

95CLJ-0639Z (6/95)

2.4.2 Three-Stage Pipeline Circuit

Figure 2-4 isathree-stage pipeline circuit for CAS latenciesof 3 and 2. The column
side actions are divided into three stages: the first isfrom external address latching
to column switch selection; the second is from column switch selection to data output
buffer latching; and the third is from output buffer activation to the DQ pin output
completion. The three stages are divided by input clock pulses, and the interna
actions are multiplexed.

11/3/95 Synchronous DRAM User’'s Manual, Doc. M10187EU1V0UMO0 2-5



Basic Functions

NEC

Asaresult, athough thetimerequired for each dataisthe same asthefirst accesstime,
the total data transfer rate for plural words is greatly reduced by the multiplex
operation.

For the CAS latency of 2, the transmission gate is continuously turned on. On thefirst
clock, the column addressis latched, ripples through the column decoder, and selects
the appropriate column switch. The corresponding data is fed to the amplifiers and
walits at the output buffer for the second clock. When the second clock comes, the data
is strobed into the output buffer and onto the data bus.

For the CAS latency of 1, the transmission gate is again continuously turned on. In
addition, the output buffer becomes a transparent latch. It isalmost the same as the
access path of the conventional DRAM.

Figure 2-4. Address Access Pass
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ce_m T Read/Write
Address Colgtmhn | Read | bus
input it bobus 1 N Output
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Address oumn - Read | bus
input —_— switch I bus — Output
o = . | > o
I | |~
| I
Address Column o ! 1st 2nd Output
buffer decoder cell Data Data buffer
. elamay  aAmp. AMP. , ,
! 1ST I 2ND |
STAGE STAGE
95CLJ-0640Z (6/95)
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2.4.3 Advantages of Pipeline

The pipeline circuit architecture has several advantages over other methods for high-
speed data transfer. One of the most significant advantages is that the preceding burst
transfer can be terminated by re-inputting a read/write command at the timing of any
cycle during the burst mode.

In the case of aread cycle with aburst length of 4 and CASlatency of 3 (Figure 2-5),
the burst action by the first read command (A address) will be terminated at T6 when
a new read command (B address) is asserted at T5. The new burst action by the B
address will begin at T7. The key point is that there is no restriction on changing a
column address.

Figure 2-5. Pipeline Advantage

Burst Length = 4; CAS Latency = 2

T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11

CLK B O
CKE H

Command

Address

a A
DQ {QA1X QB1X QB2 X QB3X QB4)

95CLJ-0641Z (6/95)

11/3/95

Synchronous DRAM User’'s Manual, Doc. M10187EU1V0OUMO0 2-7



Basic Functions

NEC

2.5 Package Pin Functions

Table 2-1.

Package Pin Functions

Symbol Input/Output

Function

AO - A10 Input

AO - A10 is the row address for all organizations of the SDRAM during
a cycle.

During a command, these bits are the column address as shown
below:

AO - A9 for x4 organization

AO - A8 for x8 organization

AO - A7 for x16 organization

A10 defines the precharge mode. When A10 is high in the precharge
command cycle, both banks are precharged; when A10 is low, only the
bank selected by All is precharged.

During a read or write command cycle, A10 controls auto-precharge. If
A10 is high, then a precharge will automatically start after the burst
access has completed.

All

Input

A1l is the bank select signal (BS). During a command cycle, A11 low
selects bank A and A1l high selects bank B.

CKE

Input

CKE controls both the internal clock and power-down mode.

During a burst read or write, if CKE is high, an internal clock will be
generated. If CKE is low, then the next clock will be skipped and the
device will be suspended until one clock after CKE goes high again.

If CKE is low during the rising edge of the clock and the device is in the
idle state, then power-down mode will be entered. When CKE returns
high, the device will exit power-down mode.

CLK

Input

CLK is the master clock input. All signals are referenced to the rising
edge of CLK.

Cs

Input

CS (Command Select) low starts the command input cycle. When CS
is high, commands are ignored, but previously initiated commands will
continue.

DQM, DQMU,  Input
DQML

DQM controls the I/O buffers. In x16 products, DQMU and DQML con-
trol upper and lower bytes, respectively.

During a read burst, DQM controls whether the output buffers are dlv-
ing the bus or are in a high-impedance state. This is similar to the OE
pin on a standard DRAM. The DQM latency for the read is 2 clocks.

During a write burst, DQM controls the word mask. Input data is writ-
ten to the memory cells if DQM is low but not if DQM is high.

The DQM latency is zero for a write and 2 clocks for a read.

1/00 -

/015 I/0

During read bursts, output data appears on pins /00 - 1/015. During
write bursts, the device accepts input data from 1/00 - 1/015. The func-
tion of these pins is the same as on a conventional DRAM.

R

=

CAS, Input

RAS, CAS, and WE individually have functions similar to a conven-
tional DRAM. However, when a combination of these signals is used,
there are some differences. Please refer to the command table

Vdd, vddq, Vss,

Vssq

Vdd, Vss are power supply pins for internal circuits. Vddqg and Vssq are
power supply pins for the output buffers.

2-8
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Command Structure 3

3.1 Command Table

11/3/95

The SDRAM isthefirst DRAM device whose operation is defined by a state diagram.
The state diagram was not included in the JEDEC SDRAM standard because some
vendors did not alow for fully pipelined operations in their designs. The truth table,
in combination with the state diagram, determines the action taken by any particular
command (truth table) and the next legal operation (state diagram). The truth table
includes all possible command binary combinations for completeness.

The truth table for the SDRAM defines the standard interface states required to
execute the standard operational functions (see Tables 3-1 through 3-6). Together,
these tables can also be considered the SDRAM standard “ Command” tablein which
the Current State column indicates the command function. The signals CS, RAS,
CAS, WE, and an address define the input commands, which become active on the
positive transition of the CKE input.

Inthetables, H, L, and X mean high, low, and “don’t care” levels; V meansvalid data
input. In the CKE column, previous clock and current clock are “n-1" and “n,”
respectively.

Table 3-1. Command Truth Table

CKE
Function Symbol n-1 n <CS RAS CAS WE All A10 A9-A0
Device deselect DESL H X H X X X X X X
No operation NOP H X L H H H X X X
Burst stop BST H X L H H L X X X
Read READ H X L H L H \% L \%
Read with auto precharge  READA H X L H L H \Y H \%
Write WRIT H X L H L L \% L \%
Write with auto precharge  WRITA H X L H L L \Y, H \%
Bank activate ACT H X L L H H \% \% Y,
Precharge select bank PRE H X L L H L \Y, L X
Precharge all banks PALL H X L L H L X H X
Mode register set MRS H X L L L L L L \%

Synchronous DRAM User’s Manual, Doc. M10187EU1VOUMOO 3-1
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Table 3-2. DQM Truth Table

CKE DQM
Function Symbol n-1 n U L
Data write/Output enable ENB H X L
Data mask/Output disable MASK H X H
Upper byte write enable/Output enable ENBU H X L X
Lower byte write enable/Output enable ENBL H X X L
Upper byte write inhibit/Output disable MASKU H X H X
Lower byte write inhibit/Output disable MASKL H X X H
Table 3-3. CKE Truth Table
CKE
Current State Function Symbol n-1 n CS RAS CAS WE Add
Activating Clock suspend mode entry H L X X X X X
Any Clock suspend L L X X X X X
Clock suspend Clock suspend mode exit L H X X X X X
Idle CBR refresh command REF H H L L L H X
Idle Self-refresh entry SELF H L L L L H X
Self-refresh Self-refresh exit L H L H H H X
L H H X X X X
Idle Power down entry H L X X X X X
Power down  Power down exit L H X X X X X
Table 3-4. Operative Commands
Cgtr;te:t CS RAS CAS WE Add Command Action Note
Idle L H H X X NOP or BST Nop or power down
H X X X X DESL Nop or power down
L H L H BA,CA/A10 READ/ ILLEGAL
READA
L H L L BA,CAA10 WRIT/ ILLEGAL 3
WRITA
L L H H BARA ACT Row active
L L H L BAAl0 PRE/PALL Nop
L L L H X REF/SELF Refresh or self-refresh 6
L L L L Op-Code MRS Mode register access
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Table 3-4. Operative Commands (cont)
Current CS RAS CAS WE Add Command Action Note
State
Row H X X X X DESL Nop
Active L H H X X NOP or BST Nop
H L H BA,CAA10 READ/ Begin read: determine AP 11
READA
L H L L BA,CAA10 WRIT/ Begin write: determine AP 11
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAA10 PRE/PALL Precharge
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Read H X X X X DESL Continue burst to end - Row
active
L H H H X NOP Continue burst to end - Row
active
H H L X BST Burst stop » Row active
H L BA,CA,A10 READ/ Term burst, new read; deter- 9
READA mine AP
L H L L BA,CAA10 WRIT/ Term burst, new read; deter- 4,9
WRITA mine AP
L L H H BARA ACT ILLEGAL 3
L L H L BAALO PRE/PALL Term burst, prechargeing
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Write H X X X X DESL Continue burst to end - Write
recovery
L H H H X NOP Continue burst to end - Write
recovering
H H L X BST Burst stop » Row active
H L BA,CA,A10 READ/ Term burst, start read; deter- 4,9
READA mine AP
L H L L BA,CAA10 WRIT/ Term burst, start read; deter- 9
WRITA mine AP
L L H H BARA ACT ILLEGAL 3
L L H L BAALO PRE/PALL Term burst, prechargeing 10
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
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Table 3-4. Operative Commands (cont)
Current =5 RAS CAS WE Add Command Action Note
State
Read With H X X X X DESL Continue burst to end — Pre-
Auto charging
Precharge "\~ 4 H X NOP Continue burst to end — Pre-
charging
L H L X BST ILLEGAL
L H L H BA,CA/A10 READ/ ILLEGAL
READA
L H L L BA,CAAL0 WRIT/ ILLEGAL
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAAlO0 PRE/PALL ILLEGAL
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Write With  H X X X X DESL Continue burstto end - Write
Auto recovering with auto pre-
Precharge charge
L H H H X NOP Continue burstto end - Write
recovering with auto pre-
charge
H H L X BST ILLEGAL
H L BA,CA,A10 READ/ ILLEGAL
READA
L H L L BA,CAAL0 WRIT/ ILLEGAL
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAAlO PRE/PALL ILLEGAL
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Precharg- H X X X X DESL Nop - Enter idle after tRP
ing L H H H X NOP Nop — Enter idle after tRP
L H H L X BST Nop - Enter idle after tRP
L H L H BA,CAAL10 READ/ ILLEGAL
READA
L H L L BA,CAA10 WRIT/ ILLEGAL 3
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAAlO PRE/PALL Nop - Enter idle after tRP
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
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Table 3-4. Operative Commands (cont)
Current =5 RAS CAS WE Add Command Action Note
State
Row Acti- H X X X X DESL Nop - Enter row active after
vating tRCD
L H H H X NOP Nop — Enter row active after
tRCD
L H H L X BST Nop — Enter row active after
tRCD
L H L H BA,CAA10 READ/ ILLEGAL 3
READA
L H L L BA,CAA10 WRIT/ ILLEGAL 3
WRITA
L L H H BARA ACT ILLEGAL 3,7
L L H L BAAlLO PRE/PALL ILLEGAL 3
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Write H X X X X DESL Nop - Enter row active after
Recover- tDPL
Ing L H H H X NOP Nop - Enter row active after
tDPL
L H H L X BST Nop - Enter row active after
tDPL
L H L H BA,CAA10 READ/ Start read, determine AP 4
READA
L H L L BA,CAA10 WRIT/ Start read, determine AP
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAAlLO0 PRE/PALL ILLEGAL
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
Write H X X X X DESL Nop — Enter precharge after
Recover- tDPL
ing With L H H H X NOP Nop - Enter precharge after
Auto
tDPL
Precharge
L H H L X BST Nop - Enter precharge after
tDPL
L H L H BA,CAA10 READ/ ILLEGAL 3,4
READA
L H L L BA,CAA10 WRIT/ ILLEGAL 3
WRITA
L L H H BARA ACT ILLEGAL
L L H L BAAl10 PRE/PALL ILLEGAL
L L L H X REF/SELF ILLEGAL
L L L L Op-Code MRS ILLEGAL
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Table 3-4. Operative Commands (cont)

Current =5 RAS CAS WE Add Command Action Note
State
Refreshing H X X X X DESL Nop - Enter idle after tRC
L H H X X NOP/BST Nop - Enter idle after tRC
H L X X READ/ ILLEGAL
WRITE
L L H X X ACT/PRE/ ILLEGAL
PALL
L L L X X REF/SELF/ ILLEGAL
MRS
Mode H X X X X DESL Nop — Enter idle after tRSC
Register 4 H X NOP Nop - Enter idle after tRSC
Accessing
L H H L X BST ILLEGAL
L H L X X READ/ ILLEGAL
WRITE
L L X X X ACT/PRE/ ILLEGAL
PALL/REF/
SELF/MRS
Notes:

(1) H: High level; L: Low level; X: High or low level (don't care); V: Valid data input
(2) All entries assume that CKE was active (high level) during the preceding clock cycle.

(3) lllegal to bank in specified states; function may be legal in the bank indicated by Bank Address
(BA), depending on the state of that bank.

(4) Must satisfy bus contention, bus turnaround, and/or write recovery requirements.

(5) If both banks are idle, and CKE is inactive (low level), the SDRAM will enter power-down mode.
All input bufers except CKE will be disabled.

(6) If both banks are idle, and CKE is inactive (low level), the SDRAM will enter self-refresh mode. All
input buffers except CKE will be disabled.

(7) lllegal if tRRD is not satisfied.

(8) lllegal if tRAS is not satisfied.

(9) Must satisfy burst interrupt condition.

(10) Must mask preceding data that don't satisfy tDPL.
(11) llegal if tRCD is not satisfied.
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Table 3-5. Command Truth Table for CKE

Current  CKE CKE == RAS CTAS WE  Add Action Note
State n-1 n

Self- H X X X X X INVALID, CLK(n-1) would exit
Refresh S.R.
(S.R)

X

S.R. Recovery

S.R. Recovery
ILLEGAL
ILLEGAL
Maintain S.R.
Idle after tRC
Idle after tRC
ILLEGAL
ILLEGAL
ILLEGAL
ILLEGAL
ILLEGAL
ILLEGAL

Exit clock suspend next cycle 2

NININIDN

Self-
Refresh
Recovery

X XXX X XXX X| X[ X[X]|X]|X|X

Maintain clock suspend

Power INVALID, CLK (n-1) would
Down (P.D.) exit P.D.

Exit P.D. - Idle 2
Maintain power down mode

Both H H H X X X Refer to operations in Table 3-
Banks 4

ldle H H L L H X Refer to operations in Table 3-
4

H H L H X X Refer to operations in Table 3-
4

H H L L L H X Refresh

H H L L L L Op-Code Refer to operations in Table 3-
4

H L H X X X Refer to operations in Table 3-
4

H L L H X X Refer to operations in Table 3-
4

H L L L H X Refer to operations in Table 3-
4

H L L L L H X Self-refresh 3

H L L L L L Op-Code Refer to operations in Table 3-
4

L X X X X X X Power-down 3

I\r|r|TXTT|T|IT|IT|IT|T| T | |||~
X|r|xZT||r|- ||| IT|I|C-|I|IT|IT|XI
X|X|X|r|rr|-|IZ|rr |- |HF| I | X|r|r-|rr| I
X|X|X|r|I|I|X|r|I|I|X|X|r|IT|lIT|X
X|X|X|X|r|I|X|X|r|I|X|X|X|r|I|lX
XXX X[ X[ X[ X|X|X|X|X|X|X|X|X|X

r—
T
X
X
X
X
X

'_
-
x
x
x
x
X

11/3/95 Synchronous DRAM User’s Manual, Doc. M10187EU1VOUMOO 3-7



NEC

Command Structure

Table 3-5. Command Truth Table for CKE (cont)
Current  CKE CKE =5 RAS TAS WE  Add Action Note
State n-1 n
Any State H H X X X X X Refer to operations in Table 3-
other than 4
listedabove "y T x x X X Begin clock suspend next 4
cycle
X X X X X Exit clock suspend next cycle
L X X X X X Maintain clock suspend

Notes:

(1) H:High level; L: Low level; X: High or low level (don't care).

3-8

(2) CKE low-to-high transition will re-enable CLK and other inputs asynchronously. A minimum setup
time must be satisfied before any command other than EXIT.

(3) Power-down and self-refresh can be entered only from the Both Banks Idle state.

(4) Must be legal command as defined in Table 3-4.

Table 3-6. Command Truth Table for Two-Bank Operation
CS RAS CAS WE BA Al0 AA%_ Action From State To State
H X X X X X X NOP Any Any
L H H X X X NOP Any Any
H H L X X X BST (RIW/A)O(/A)1  AO(I/A)1
10(I/A)1 10(I/A)1
(RIW/AYL(I/A)0  AL(I/A)0
11(I/A)0 11(I/A)0
L H L H H H CA Read (RIW/A)L(I/A)0  RP1(I/A)0
H H CA A1(R/W)O0 RP1A0
H L CA (RIW/A)L(/A)0  R1(I/A)0
H L CA AL1(R/W)O0 R1A0
L H CA (RIW/AO(I/A)1  RPO(I/A)1
L H CA AO(R/W)1 RPOA1
L L CA (RIW/A)O(/A)1  RO(I/A)1
L L CA AO(R/W)1 ROA1
L H L L H H CA Write (RIW/A)L(I/A)0  WP1(I/A)0
H H CA A1(R/W)O0 WP1A0
H L CA (RIW/A)L(/A)0  WI(I/A)0
H L CA A1(R/W)O W1AO0
L H CA (RIW/AO(/A)1  WPO(I/A)1
L H CA AO(R/W)1 WPOA1
L L CA (RIW/AYO(I/A)L  WO(I/A)L
L L CA AO(R/W)1 WOA1
L L H H H RA Activate Row 11Any0 AlAny0
L RA I0Any1 AOANy1
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Table 3-6. Command Truth Table for Two-Bank Operation (cont)
CS RAS CAS WE BA A10 ':% Action From State To State
L L H L X H X  Precharge (RIW/ANO(I/A)L 1011
X H X (RIWIANL(I/A)0 1110
H L X (RIW/AIL(I/A)O  11(1/A)0
H L X (IIA)L(RIWIANO  IL(R/W/AIO
L L X (RIW/AINO(I/A)L  10(1/A)1
L L X (IIA)O(RIWIANL  I0(RIW/AINL
L L L H X X X  Refresh 1011 1011
L L L L Op-Code Mode Register 1011 1011
Access

Notes:

(1) Logic level abbreviations. H: High level; L: Low level; X: High or low level (don't care).

(2) Pin name abbreviation. BA: Bank address (Al1l)

(3) State abbreviation. I: Idle, A: Row active, R: Read with no precharge (No precharge is posted), W:
Write with no precharge (No precharge is posted), RP: Read with auto precharge (Precharge is
posted), WP: Write with auto precharge (Precharge is posted), Any: Any state, X0Y1 = Y1XO:
BankO is in state “X”, Bank1 is in state “Y”. (XY)0Z1 = Z1(X/Y)0: BankO is in state “X” or “Y”,

Bank1 is in state “Z".

(4) Ifthe SDRAM is in a state other than above listed in the “From State” column, the command is ille-

gal.

(5) The states listed under “To” might not be entered on the next clock cycle. Timing restrictions

apply.

3.2 Mode Register Set Command

The mode register (Figure 3-1) defines how the SDRAM operates. The mode register
can be set only when both banks are in idle state. In this command, AO through A11

arethe datainput pins. See Figure 3-2A. (CS, RAS, CAS, WE = Low)

During the 20 ns (tRSC) following this command, the SDRAM cannot accept any

other command.

3.3 Activate Command

The SDRAM has two banks, each with 2048 rows. This command activates the bank
selected by A1l (Bank Select) and a row address selected by A0 through A10. The
command corresponds to a falling RAS in a conventional DRAM. See figure 3-2B.

(CS, RAS = Low; CAS, WE = High)

3.4 Precharge Command

Thiscommand begins precharge operation of the bank selected by A11 (BS) and A10.
When A10 is high, both banks are precharged, regardless of A11. When A10 islow,

11/3/95
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only the bank selected by A1l is precharged. Low on A1l selects bank A and high
selects bank B. See Figure 3-2C/D. (CS, RAS, WE = Low; CAS = High)

After this command, the SDRAM can't accept the activate command to the
precharging bank during tRP (precharge to activate command period) . The command
corresponds to a conventional DRAM’srising RAS.

3.5 Write Command

The write cycle starts with this command. The first column address of the write
operation is set, and write data is written to the bank selected by A11. See Figure 3-
2E/F. (CS, CAS, WE = Low; RAS = High)

When A10is high at this command, the precharge automatically starts after the write
operation for the selected bank (Write With Auto Precharge).

3.6 Read Command

The read cycle starts with this command. The first column address of the read
operation is set, and the data of the bank selected by A1l isoutput after CAS Latency
from the read command. See Figure 3-2G/H. (CS, CAS = Low; RAS, WE = High)

When A10 is high at this command, the precharge automatically starts after the read
operation for the selected bank (Read With Auto Precharge).

3.7 CBR (Auto) Refresh Command

Thiscommand is arequest to begin the CBR refresh operation. The refresh addressis
generated at the internal address counter and automatically counted up. Before
executing CBR refresh, both banks must be in the idle (precharged) state. See Figure
3-2l. (CS, RAS, CAS = Low; WE, CKE = High)

During the tRC period ( from refresh command to refresh or activate command ), the
SDRAM cannot accept any other command. After thiscycle, both bankswill beinthe
idle (precharged) state.

3.8 Self-Refresh Entry Command

3-10

Before executing self-refresh, both banks must bein theidle (precharged) state. After
execution, self-refresh operation continues while CKE remains low. When CKE goes
high, the SDRAM exits the self-refresh mode. See Figure 3-2J. (CS, RAS, CAS =
Low; WE = High; CKE = Low)

During self-refresh mode, refresh interval and refresh operation are performed
internally, so thereis no need for external control.
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3.9 Burst Stop Command

This command terminates the current burst operation. See Figure 3-2K. (CS, WE
Low; RAS, CAS = High)

3.10 No Operation

This is not an execution command. No operations begin or terminate by this
command. See Figure 3-2L/M. (CS = Low; RAS, CAS, WE = High)
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Figure 3-1. Bank Select and Precharge Address Bits

Row LA0| A1] A2| A3| A4| A5| A6|A7[A8| A9[A10[AL1]

( Activate command )

Select Bank A
0 Activate command

Select Bank B
1 Activate command

[ Aol A1l A2] A3 A4 A5] A6] A7] A8] A9]A10[ AL]

(Precharge command )

Y
A10 All Result

0 (Q Precharge Bank A

0 1 Precharge Bank B

1 X Precharge all Banks

Col LA0[A1[A2]A3[A4]A5[A6]| A7[A8B|A9[AL0[ALL|

( CAS strobes)

Disables Auto-Precharge
0 (end of burst)

Enables Auto-Precharge
1 (end of burst)

Enables Read / Write
0 command for Bank A

Enables Read / Write
1 command for Bank B

95CLJ-0601Z (6/95)
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Figure 3-2. Command Timing Diagrams (1 of 3)

A. Mode Register Set B. Mode Register Set
cLk £ 14 | CLK | ¥ 1
cke O T cke O
CS /v CS /o
RAS VS RAS \ /S
CAS \ /o CAS [\ H
WE \ L WE /N e
A1l (Bank Sel) X X A11 (Bank Sel) A/
(Prechargés:elzlc)) - (Prechar geA Sjég Ao
ADD X X ADD X row)
Op Code ﬁclztf/ate one bank selected by
C. Single-Bank Precharge D. All-Banks Precharge
CLK F 1 ¥ 1 CLK # 1 & [
CKE OH — CKE ?4 .
cs -/ CS /o
RAS \ /S RAS \ /oo
CAS / O\ CAS / \ "H
WE \ / L WE /L
Al1(Bank Sel) \A/ A11 (Bank Sd)
A10 \ / "L"  A10 (Precharge Se) / \_ "W
ADD ADD

Begin precharge for the Bank .
selected by A11. Begin precharge for all Banks.

(Bank A isselected inthe Fig.)

95CLJ-0602Z (6/95)
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Figure 3-2. Command Timing Diagrams (2 of 3)

E. Write F. Write with Autoprecharge G. Read
clk £ LF [ ck ¥ L+ L Clk L+ 1L
CKE SH \ CKE eH \ CKE “j L
csT ./ v cs v cs L/
RAS ___ [/ \__ RAS _ / \___ wr RAS _/ \___w
cas ./ v cAs — /[ CAS \ [
wE  \__/ v WE — \ [ WE [\
All All All
(Bank Sel) \ A / (Bank Sel) \A_/ (Bank Sel) —JB\__
(Prechargepéég) / L (Prechargé\s%lq 4 \—H (Precharg'eb\sjég -
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Figure 3-2. Command Timing Diagrams (3 of 3)
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NEC

Basic Operating Modes 4

4.1 Read Mode

11/3/95

Read is executed by asserting the read command when a bank isin row active state.
Table 4-1 lists ac timing parameters applicable to the Read mode. The basic flow of
the read cycle follows below:

(1) Assert activate command and row address to activate the bank.

(2) Assert read command and column address.

(3) Read data corresponding to the addressis output after CAS latency.

(4) Finally, assert precharge command if the bank or row address will be changed
(5) Thebank will goto idle state after the tRP period.

Figure 4-1 shows the basic operating mode for the read cycle with CAS latency of
two. At the rising edge of clock, T1 the activate command is asserted. After the
tRCD period, the read command is asserted at T4. Then the read data is output from
T7 when it istwo clocks (CAS latency) after the read command.

Figure 4-2 isatiming chart for a read cycle if Auto Precharge is selected. The Read
with Auto Precharge command is asserted at T4 by a high-level input to A10. The
precharge command does not have to be asserted because the precharge starts
automatically at T9. (Details of the Auto Precharge mode are explained in another
section.)

Table 4-1. AC Parameters Applicable to Read Mode

tAC Access time from clock tCMS Command setup time

tAH Address hold time tHZ Data-out high-impedance time

tAS Address setup time tLZ Data-out low-impedance time

tCH Clock high-level width tOH Data-out hold time

tCK Clock cycle time tRAS ACT to PRE command period

tCKH CKE hold time tRC REF to REF/ACT command period

tCKS CKE setup time tRCD Delay time ACT to READ/WRITE command
tCL Clock low-level width tRP PRE to ACT command period

tCMH Command hold time
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Figure 4-1. Read Timing
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Figure 4-2. Read with Auto Precharge Timing
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4.2 Write Mode

Write is executed by asserting the write command when a bank is in row active state.
Table 4-2 lists ac timing parameters applicable to the Write mode; others are in Table
4-1. The basic flow of the write cycle follows below:

(1) Assert activate command and row address to activate the bank.
(2) Assert write command and column address.

(3) Input write data from the same clock as the write command (write latency is
Zero).

(4) Finally, asert precharge command if the bank or row address will be changed.
(5) The bank will go to idle state after the tRP period.

Figure 4-3 shows the basic operating mode for the write cycle with CAS latency of
three. At the rising edge of clock T1, the activate command is asserted. After the
tRCD period, the write command is asserted at T4. Then, the write data is input from

6/27/95 Synchronous DRAM User's Manual, Doc. M10187EU1VOUMOO 4-3



Basic Operating Modes NEC

T4 when it is the same clock with the write command. The tDPL period must be
satisfied to assert the precharge command for write recovery.

Figure 4-4 is a timing chart for a write cycle with Auto Precharge selected. The Write
with Auto Precharge command is asserted at T4 by a high-level input to A10. The
precharge command does not have to be asserted because the precharge starts
automatically at T9. The tDAL period must be satisfied to assert the activate or
refresh command for write recovery and precharging. (Details of the Auto Precharge
mode are explained in another section).

Table 4-2. AC Parameters Applicable to Write Mode

tDAL Last data-in to ACT/PRE command period (in Auto Precharge mode)
tDH Data-in hold time

tDPL Last data-in to PRE command period

tDS Data-in setup time

Figure 4-3. Write Timing
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Figure 4-4. Write With Auto Precharge Timing
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4.3 Later Command Priority

6/27/95

During aread cycle, if a new read command is asserted before the previous read cycle
is completed, the previous read cycle is terminated and the new read command starts.
The later command has priority over the previous command (Figure 4-5). By this
function, the transfer word length can be changed without reprogramming the mode

register.

The priority rule applies also to a write cycle and ping-pong operation (ping-pong

bank).
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Figure 4-5. Later Command Priority
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4.4 DQM Function

The DQM is defined as the data mask for both read and write. During read, the DQM
performs synchronous output enable. DQM high and DQM low turn the output
buffers off and on, respectively.

DQM latency for read is two clocks for all CAS latencies. DQM latency for write is
zero clocks regardless of CAS latencies. (See Figure 4-6.)

During write, the DQM performs write data masking. Input data is written to the
memory cell when the DQM is low, but not when the DQM is high. The upper 8 bits
and lower 8 bits can be controlled independently by UDQM and LDQM in the x16
products.
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Figure 4-6. DQM Function
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4.5 Clock Suspension Mode

CKE as the clock enable means that external clock is transmitted to the interna
blocks of the SDRAM when CKE ishigh, but not when CKE islow. Without external
clock, the SDRAM stops synchronous operations.

In clock suspension mode, all inputs are ignored. During read, if CKE goes low, the
clock suspension mode begins from the next clock. In the example of Figure 4-7,
CKE goeslow at T6, external T7 isnot transmitted, and output data Q3 does not finish
at theend of T7.

The CKE returnsto high at T8, external T9 is transmitted, and Q3 finishes at the end
of T9.

During write, operation is the same as read. The SDRAM enters or quits the clock
suspension mode one clock after CKE goeslow or high.
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Figure 4-7. Clock Suspension
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4.6 Power-Down Mode

The purpose of this mode is to reduce power by stopping the internal clock when the
SDRAM is in the standby mode.

Figure 4-8 is an example of the power-down mode. The row active state is called
active standby and the idle state is called precharge standby.

The timing of entering or quitting the power-down mode is the same as the clock
suspension case. To quit the power-down mode, the tCKSP (CKE setup time for
power-down exit) should be satisfied.

Figure 4-8. Power-Down Mode
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4.7 Two-Bank Operation

Figure 4-9 is an example of banks A and B operating independently; gapless accesses,
which hide a precharge time, are possible. To activate both banks, the tRRD must be
satisfied between an activate command for one bank and another activate command
for the other bank. The tRRD period is an asynchronous parameter so that the number
of clocks depends on speed grade.

Figure 4-9. Two-Bank Operation
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Timing 5

5.1 Initialization

The SDRAM is initialized in the power-on sequence according to the flow chart in
Figure 5-1 and the following.

(1) To stabilizeinternal circuits, a 100-us or longer pause must precede any signal
toggling after power is applied.

(2) After the pause, both banks must be precharged using the Precharge command.
(The Precharge All Banks command is convenient.).

(3) Once the precharge is completed and the minimum tRP is satisfied, the mode
register can be programmed. After the mode register set cycle, atRSC (20 ns
minimum) pause must be satisfied as well.

(4) Two or more CBR (Auto) Refresh cycles must be performed.

Note A: The sequence of mode register programming (3) and CBR refresh (4)
above may be transposed.

Note B: CKE and DQM may be held high until the Precharge command to ensure data
bus Hi-Z; otherwise, the data bus may be active
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Figure 5-1. Power-On Sequence

End of Power on sequence.
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5.2 Precharge Timing

11/3/95

521

The SDRAM has two precharge modes; one is the manual precharge mode, whichis
controlled by the precharge command, and the other is the auto precharge mode. This
section explains the earliest timing applicable to precharge commands.

Manual Precharge

The precharge command can be asserted any time after tRAS (minimum) is satisfied.
Soon after the precharge command is asserted, precharging starts and the SDRAM
enterstheidle state after tRPis satisfied. The same bank can be activated again from
the idle state. The parameter tRP is the time to perform precharge. It is a function
occurring asynchronous to system clock CLK so it is expressed in nhanoseconds, not
as a specific number of clocks.

(1) Read

Figure 5-2 showsthe earliest in aread cycle that a precharge command can be asserted
without losing any datain the burst. Depending on the CAS latency:

Latency =1 At the same clock as the last read data.

Latency =2or 3 Oneclock earlier than the last read data.
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Figure 5-2. Precharge Command Assertion During Read

Burst length=4
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o —<EXEXEXE
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Command: : :
pg —— <X e X ——
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(2) Write

In order to write all data to the memory cell correctly, the asynchronous parameter
tDPL must be satisfied. The tDPL (min) specification defines the earliest that a
precharge command can be asserted without interrupting the write operation. This
trandates to the device's “write recovery time.”

When DQM isused to mask invalid data, the referenceisfrom the last unmasked write
data.

Figure 5-3 shows the earliest in a write cycle that a precharge command can be
asserted. Minimum clocks are shown for each grade part operated at minimum clock
cycles according to CAS latency.

(3 Summary

In summary, the precharge command can be asserted relative to areference clock that
indicates the last data word is valid. In Table 5-1, minus in the Read column means
clocks before the reference; plusin the Write column meanstime after the reference.
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Figure 5-3. Precharge Command Assertion During Write

Burst length=4

TO T1 T2 T3 T4 T5 T6 T7 T8
ok — L LI L[ L[ '

CAS Latency =1 .,

Command;
o <o X2 o3 X oe>—

>
! ! ' tDPL
CAS Latency =2

Commandé

DO §—<D1><D2><D3><D4>

: : , <

CAS Latency =3 , tDPL

Command;
DQ HD:lXD:ZXD%XD%‘/ —

! !
: tOPL

95CLJ-0635Z (6/95)

Table 5-1. Earliest Timing a Precharge Command Can Be Asserted

CAS Latency Read Write
1 0 +tDPL (min)
2 -1 +tDPL (min)
3 -1 +tDPL (min)

5.2.2 Auto Precharge

During a read or write command cycle, A10 controls whether auto precharge is
selected. If A10ishigh, auto prechargeis selected and precharge begins automatically
after the read or write.

Once auto precharge begins, the SDRAM will go to the idle state, and an activate
command to the bank can be asserted after tRP is satisfied.

(1) Read
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When using auto precharge in a read cycle, knowing when precharge begins is
important because the next activate command to the bank being precharged cannot
be executed until the precharge operation finishes.

Figure 5-4 shows when precharge beginsin aread cycleif auto prechargeis selected,
depending on the CAS latency.

Latency =1 At the same clock as the last read data.
Latency =20or 3 Oneclock earlier than the last read data.

Figure 5-4. Auto Precharge Start Timing During Read
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(2) Write

When using auto prechargein awrite cycle, tDAL must be satisfied to assert the next
activate command to the bank being precharged. The tDPL includes write recovery
time and precharge time.

Figure 5-5 showswhen precharge beginsin awrite cycleif auto prechargeis selected,
depending on the CAS latency.
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Latency =1o0r2 Oneclock after the last write data.
Latency =3 Two clocks after the last write data.

Figure 5-5. Auto Precharge Start Timing During Write
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(3 Summary

In summary, auto precharge begins relative to areference clock that indicates the last
data word is vaid. In Table 5-2, minus in the Read column means clocks before the
reference; plusin the Write column means clocks after the reference.

Table 5-2. Precharge Beginning Timing in Auto Precharge Mode

CAS Latency Read Write
1 0 +1
2 -1 +1
3 -1 +2

When tRAS is not satisfied, the precharge does not start at the timing above. The
precharge will start when tRAS is satisfied.
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5.3 Mode Register Programming

5-8

The mode register (Figure 5-6) is programmed by the Mode Register Set command
using address bits A11 through AO as datainputs. The register retains data until it is
reprogrammed or the device loses power.

The mode register has four fields:
Burst length A2 through AO
Wrap type A3
CASlatency A6 through A4
Options A1l through A7

After mode register programming, no command can be asserted for at least 20 ns
(tRSC).

Figure 5-7 is an example of Mode Register programming and read / write operation.
In this example, CAS latency of 2, burst length of 2, and either wrap type are
programmed.
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Figure 5-6. Mode Register
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Figure 5-7. Mode Register Set Example
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5.4 CAS Latency

Of the parameters being set, CAS latency is the most critical. It tells the device how
many clocks must elapse before data will be available. The NEC SDRAM is capable
of reconfiguring its internal architecture based on the value of CAS latency. The
value is determined by the clock frequency and the speed grade of the device.

5.4.1 Burst Length

Burst length is the number of words that will be output or input in a read or write cycle.
After a read burst is completed, the output bus becomes high impedance.

The burst length is programmable as 1, 2, 4, 8, or full page. Full-page burst is only
for sequential addressing, with the length being 1024 (4M x 4), 512 (2M x 8), or 256
(IM x 16).
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5.4.2

If the burst continues at the end column address (boundary), the burst goes back to the
first address of the same row.

Wrap Type

The wrap type (burst sequence) specifies the order in which the burst data will be
addressed . This order is programmable as either “Sequential” or “Interleave.” The
method chosen depends on the type of CPU in the system.

Some microprocessor cache systems are optimized for sequential addressing and
others for interleaved addressing. Both sequences support bursts of 1, 2, 4, and 8
words; the sequential sequence also supports the full-page length. See Figure 5-8.

Figure 5-8. Wrap Types

Sequential (Motorola) Interleave (Intel)

Start address of A Start address of _A
transfer block

B | Adder|a+B _ transfer block A B (Interleave
Binary counter Sequential B Address
Address

Carry

Binary counter

Binary (Decimal) Burst Length = 8

Start Address of Binary Sequential Interleave
Order Transfer Block. Counter Addressing Addressing
010 (2) 000 (0) 010 (2) 010 (2)
010 (2) 001 (1) 011 (3) 011 (3)
010 (2) 010 (2) 100 (4) 000 (0)
010 (2) 011 (3) 101 (5) 001 (1)
010 (2) 100 (4) 110 (6) 110 (6)
010 (2) 101 (5) 111 (7) 111 (7)
010 (2) 110 (6) 000 (0) 100 (4)
010 (2) 111 (7) 001 (1) 101 (5)
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5.5 Refresh

11/3/95

The SDRAM has the same need for refreshing as conventional DRAMS. The refresh
cycle of the SDRAM is 2048/32 ms, meaning that 2048 refresh cycles are required
during each 32-ms interval. This requirement should be strictly observed; otherwise,
data stored in the memory may by destroyed. Refresh cycles can be executed in two

way’s.
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(1) Distributed refresh: Refresh is performed at intervals. For the SDRAM, refresh
cycles may be executed every 15.6 ps (32 ms divided by 2048).

(2) Burst refresh: Refresh cycles are executed in succession.

5.5.1 CBR Refresh

The CBR refresh (also called auto-refresh) is generally used in nomal read or write
mode. The refresh cycle is executed with a CBR Refresh command assertion from the
idle state. An internal counter automatically generates 2048 different addresses.

Once a refresh operation is executed, the idle state is resumed. A tRC period is
required before another command is asserted (Figure 5-9).

Note: Refresh operation can be completed in read or write cycles by changing
all addresses during a 32-ms interval (tREF).
Figure 5-9. CBR Refresh Timing
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5.5.2 Self-Refresh

Self-refresh is generally used for power reduction. It is similar to CBR refresh except
CKE is low. Self-refresh mode continues while CKE remains low.

To exit self-refresh, there are two options:

(1) CKE high with DESEL command (CS = high)

(2) CKE high with NOP command (CS = low; RAS, CAS, WE = high)
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In addition, CKE must stay high with the DESEL or NOP command asserted for the

tRC period; no other command can be asserted for the period (Figure 5-10).

Note: When burst refresh and self-refresh are used in combination, perform CBR

refresh 2048 times within an 8-ms interval just before and after exiting

self-refresh (Figure 5-11).

iming

Self-Refresh T

Figure 5-10.

Lo
557

50

T
5

5

et

e

X
+

%

a4

ol 11 12 13 Ta |15 | 126! 127 | T28 | To0 | T30 | 731 | T32 |

&%
atatite:

2

e
+,

o

X

%
L

o,

XX
%

D
:+
ot

et

Lo
i) b
Rttt

-

3

&
&

&
KL

33

=
%

35

o
22505

Y
tetatatatetatatet

5

o

XX
000
S
httttts

¥

Ty

3

K

&
%
¥

o
o
¥,

T
s
LN

5

LSRR

TaTeT
¥y
s

e
2

7
T,

&%
22

%

*

3
G

25
s

RS

&
e

o
=
et

-+

22
&%
Sttt

RS

X2
+

2

.

55

+,
ot

5

-

3
Fatet

+

55

X
4]

55
B

4

o
RN

&%
B

rx
++f 3
2%

2

%

T,
X2

X
>
&
Z5ERS
ttte?

55

e

o
X

3

3

¥,

e
+

3%

$5
e
(Bank select)

ehelsl e
et 505254
whels o
[0 Ve
ke S
[504 [ —
] S
534 e
il et
ety Hele

e
]
fatetst
TR
o>
&5 b
At S S R Y

o2
o,

%
5%
5

EHK
4
Y,

T

A
™
&
&
e

vy
0>

£

o+
e

g3
L2
£
¥,

<z
2

3
2K
!
Ty
o+
!

&
X

o>

%
%5
&%
%

&
¥

<
%5

25050
3
3

+

e
355

&35

bt

o
+

¥
%
4

=
%
tt

o
*

&
5%

oo
=

tot

e

o+

LR

s
%
5
3
38

b

o

¥
ety

&
%
35

4
&

TR
SRR
2

558

Joe5es

TR

>
)

.
L
3

%
et

%

o

S
Tttt

&

R
o,

0
*

5

2>

3

5

et

35
&

¥
&
!

&
3

o
ok

e

2

T
%25

25
tetyd

4!

4
-+

%

4+
&2

1

+

X

%
2

&
%

%5
3
&

¥
3
R R R R
=
&
4%

&
X
s

)

3

*

%

L2
+

&
L35
|

i
LA
SRS

3

e
38

38

38

4!

4!
|

Lo

o>

)

S

retatatatet

55

K>

5

2565

508

¥
o,

2

+,
ty!

£

s
&%
.

5

)

)

55

0
!

o2

28050

( Precharge sl¢ct)

25
|

Next Command

Self-Refresh Exit

Self-Refresh Entry

95CLJ-06477 (6/95)

ing

Burst Refresh Tim

Figure 5-11
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Burst Operation 6

6.1 Burst Termination

There are two methods to terminate a burst operation other than a read or write
command. Oneisthe burst stop command and the other is the precharge command.

6.1.1 Burst Stop Command

During aread cycle, when the burst stop command is asserted, the burst read datais
terminated, and the data bus goes to high impedance after the CAS latency from the
burst stop command (Figure 6-1).

During awrite cycle, when the burst stop command is asserted, the burst read data
isterminated, and the data bus goesto high impedance at the same clock with the burst
stop command (Figure 6-2).

Figure 6-1. Burst Stop Command for Read
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Figure 6-2. Burst Stop Command for Write
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6.1.2 Precharge Command, Read Cycle

When the precharge command is asserted, the burst read operation is terminated
(tRAS must be satisfied), and precharge starts. The same bank can be activated again
after tRP from the precharge command. DQM must be high to mask theinvalid data.

See Figure 6-3.

(1) When CASlatency is1, read data remainsvalid until the precharge command is
asserted. Invalid datamay appear one clock after valid data out.

(2) When CASlatency is2, read dataremainsvalid until one clock after the precharge
command. Invalid datamay appear one clock after valid data out.

(3) When CASlatency is 3, read dataremains valid until one clock after the
precharge command. Invalid datamay appear one and two clocks after valid data

out.
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Figure 6-3. Precharge Termination for Read
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6.1.3 Precharge Command, Write Cycle

When the precharge command is asserted, the burst write operation isterminated and
precharge starts. The same bank can be activated again after tRP from the precharge
command. DQM must be high to mask invalid datain. See Figure 6-4.

(1) When CAS latency is1 or 2, write data written prior to the precharge command
will be stored correctly. However, invalid datamay bewritten at the same clock
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asthe precharge command. To prevent this, DQM high at the sameclock as the
precharge command will mask theinvalid data.

(2) When CASlatency is 3, write data written more than one clock prior to the
precharge command will be stored correctly. However, invalid data may be
written one clock before and at the same clock as the precharge command. To
prevent this, DQM high from one clock prior to the precharge command until
the precharge command will mask the invalid data.

Figure 6-4. Precharge Termination for Write
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6.2 Burst Read and Single-Write

The NEC SDRAM supportsthe Burst Read and Single-Write mode, whichis suitable
for some microprocessors that have a write-through cache. See Figure 6-5.

6-4 Synchronous DRAM User’s Manual, Doc. M10187EU1V0OUMOO 11/3/95



N EC Burst Operation

Figure 6-5. Burst Read and Single-Write

Mode Register
A11A10 A9 A8 A7 A6 A5 A4 A3 A2 A1 A0

X | x|{1)] o] o JLTMODE W BL

NS

}

Burst Read and Single Write

Burst Length =4
CAS Latency =2

‘o lmlTelmlitalsite 7 ltel ool Tir

Burst Read Single Write
Burst Length =4 Burst Length = 1

Activate

95CLJ-0633Z

6/27/95 Synchronous DRAM User's Manual, Doc. M10187EU1VOUMO0 6-5



Burst Operation

NEC

6-6 Synchronous DRAM User’s Manual, Doc. M10187EU1V0OUMOO

11/3/95



NEC

Read/Write Command 7

7.1 Read-to-Read Command

Duringaread cycle (QAL, QB1,...) whenanew read command (Read B) isasserted,
access from the second read will begin and datawill be output after the CAS latency,
even if the previous read operation is not completed. Thismeansthefirst read will be
interrupted by the second read. Read commands can be asserted at every clock
without restriction. See Figure 7-1.

7.2 Write-to-Write Command

11/3/95

When awritecycle (DAL, DB1, .. .) isinterrupted with a new write command (Write
B), the previous burst will terminate and the new burst will begin with the new write
command. Write A isinterrupted by Write B. The minimum interval between the two
write commandsis 1 cycle. Write commands can be asserted at every clock without
restriction. See Figure 7-1.
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Figure 7-1. Read/Write Command Interval

A. Read-to-Read Command Interval
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7.3 Write-to-Read Command

To avoid bus contention in awrite-to-read operation, it isimportant to ensure at least
one dead cycle between write data and read data. This allows the memory controller
to stop driving the databus and the SDRAM to begin driving the bus. Any write data
on the buswill beignored as soon as the read command isissued. The write command
to read command interval is 1 clock. The write/read cycle time (write-to-read
operation) is equal to 1 clock plusthe CAS latency. See Figure 7-2.
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Figure 7-2. Write-to-Read Command Interval
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7.4 Read-to-Write Command

7.41

DQM Function

The DQM function is equivalent to the standard OE function, which controls the
output buffer and does not affect burst address generation. In addition, DQM acts as
a mask for the data input buffer.

Independent of CAS latency or burst length, the DQM latency is 2 clocks for reads
and O clocks for writes. This difference permits masking read data while allowing a
write operation.

7.4.2 Read Interrupt, General Case

6/27/95

In all combinations of burst length and CAS latency (except 3), a read can be
interrupted by a write. The minimum read-to-write interval to avoid data bus conflict
is 1 cycle. The data bus must be Hi-Z, using DQM before issuing the Write command.
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When a read burst begins, the internal burst read addresses are generated but
generation will beinterrupted by awrite command. A high-level DQM must be used
to turn off the output buffers to avoid bus conflict between burst read data and burst
write data. In Figure 7-3 , DQM must be high at T2 to ensure the output buffer is
turned off before the controller drives D1. The DQM must stay high through T3 to
ensure data does not drive the bus from burst address A3.

Figure 7-3. Read Interrupt; General Case

Burst Length = 4, CAS Latency =1

T0 T1 T2 T3 T4 T5 T6 T7 T8 T9
CLK

Command .
: : mmm Bprst Intgrrupteql

. : Burst Read Addresses :

DQM |

X : : Dolut Turn Ioff : : : : :
DQ <A
1 1 1 1 I- 1 | 1 1 1

~ 3clocks min. >

95CLJ-0614Z (6/95)

7-4

7.4.3 Read Interrupt, Special Cases

Figure 7-4 shows similar use of the DQM function in a read-to-write operation for
burst length = 8 and CASlatency = 1 or 2. For CASlatency = 1, theread burst internal
address is generated through T6. Data will output from the read address at T6 so
DOM must remain high until T5 to turn off data at T7. DQM high a T6 is
recommended because invalid datamay be driven at T6

For CAS latency = 2, DQM remains high through T6 to turn off output datafrom the
read address at T6.
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Figure 7-4. Read Interrupt; Burst =8and CL =1 or 2

Burst Length = 8, CAS Latency = 1 or 2
TO T1 T2 T3 T4 T5 T6 T7 T8 T9
CLK
CAS Latency=1 : I :
Command @ <Read @ @ |
DQM ! ! ! ! : ! ! !
DQ m@m@ e mmm
CAS Latency=2 E X ! ' ! : necessary :
Command
DQM : L : : ! :
DQ
necessary
95CLJ-0615Z(6/95)

InFigure 7-5, CASlatency = 3 and burst length = 4 (not full page); then read operation
can be interrupted by a write command. The minimum command interval is burst
length plus1. DQM must be high at least 3 clocks prior to the write command. Inthis
example, burst length = 4 so the last read addressis generated at T4 and datais output
from this address at T7; therefore DQM must stay high until T5.

Figure 7-5. Read Interrupt; Burst = 4and CL =3

Burst Length = 4, CAS Latency = 3
TO T1 T2 T3 T4 T5 T6 T7 T8 T9

necessary

CLK
Command ! {Read> : . 5
DQM
Qo (oDEEXERNED

< ! ! ! ! >!
The minimum command interval=(4+1) cycles

95CLJ-0616Z (6/95)

When the CAS latency = 3 for any burst length except full page, a read can be
interrupted by a write but the minimum command interval between Read and Write
equalstheburst length plus 1. Thisrule has one exception: adummy Write command
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can be used to interrupt a Read; see Figure 7-6. (Write is asserted but the controller
does not drive write data.) A Burst Stop command or a Precharge command is
recommended for interrupting the read cycle when the CAS latency = 3.

Figure 7-6 is a good example of using a dummy write cycle to interrupt a burst read
cycle. A dummy write at T4 stops the generation of read addresses. It also starts a
burst write, which requires the use of DQM to mask the write at T4, T5, and T6. Also,
note the use of DQM to turn off the data output generated from read address RA3 at

T3.
Figure 7-6. Read Interrupt by Dummy Write
Burst Length = 4, CKLatency =3
TO T1 T2 T3 T4 T5 T6 T7 T8 T9 TIO
CLK

Command | @D | @D L @G

L}

1 1
. ' ,  Write Mask !
. . . .

poM i—t 2/ | N S S
A T
DQ ——+—+<qI QZ\Hi_“Z'iS (DX 02X DX
' ' : ' ' ' necessary: ¢ . '

95CLJ-0617Z (6/35)

7.5 Legal Command Sequences

7.5.1 Question 1

If a Write command is issued and the DQM is used to mask the second data in the

burst, when is the earliest time that a Precharge can be issued? (Clock frequency =
100 MHz)

Answer: As shown in figure 7-7, for a CAS latency = 3, the minimum time from the
last data input to the precharge command is 2 clocks. This comes from the ac
parameter tDPL = 15 ns minimum (-10 device), which is the earliest time that
precharge can be inserted without interrupting the write cycle. Note that the tDPL
minimum delay is referenced from the last unmasked data to PRE.
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Figure 7-7. Precharge 1
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DQM

DQ
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7.5.2 Question 2

What is the earliest time after a read that a precharge command can be issued without
losing read data?

Answer: Depending on the CAS latency, the precharge command can be issued at the
last data in the burst or at (data minus 1) in the burst. See Figure 7-8.
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Figure 7-8. Precharge 2
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7-8

7.5.3 Question 3

In Figure 7-9, can precharge be performed at clock T5 if only QB1 is used and QB2
isignored? That is, will issuing an early PRE command before start of the burst
affect QB1 or cause any misoperations?

Answer: Even if a PRE command is issued before the first read data, the Read
commmand is performed until the end of the burst or stopped by PRE command
termination. The operation in Figure 7-9 isavalid command sequence.
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Figure 7-9. Precharge 3
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7.5.4

Question 4

What is the shortest read-to-write (read-modify-write cycle) command interval using
CAS latency = 3 and burst length = 2?

Answer: Figure 7-10 shows an operation where the second data in the burst is masked
by DQM to shorten the read-to-write interval to 5 clocks. Considering the operation
from the CPU side, this can be used for a read-modify-write cycle where one data
word is read at T1 by the CPU, modified, and rewritten (RMW) at T6.

This same RMW operation can be performed with the BST command. The BST
command stops the read address generation at T2 so Q1 is output at T4 but not at T5.
DQM masks the second write data D2.
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Figure 7-10. Read-Modify-Write
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Designing With Synchronous DRAMs 8

8.1 Clocking Requirements

The first priority of synchronous design is to establish a low jitter, noise immune,
terminated transmission line for clock distribution. Poor design of the distributed
clock canresult in acrippled design or, more probably, one that has no chance of ever
being successfully manufactured.

A review of transmission line physics as it applies to modern printed circuit board
technology is considered important at this point.

8.2 Microstrip Physics

11/3/95

In Figure 8-1, equations (1) and (2) define the unloaded impedance Zo of the cross
section diagrammed and the unloaded propagation time tPO of an incident wave of
the cross section. Note that propagation is affected only by the dielectric constant
Epsilon-r, whereas the impedance is affected by all parameters.

Equations (1) and (2) pertain to a basic, single-element microstrip transmission line
and do not account for any other loading. If interconnect to severa other devicesis
desired, solving for the loaded microstrip condition by equations (3) and (4) is
required.
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Figure 8-1. Microstrip Physics
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8.2.1 Driving the Loaded Transmission Line

Now let usfocus on what an individual output buffer sees on the loaded transmission
line. Figure 8-2 isa simplified schematic of a driver on the loaded line. Note that the
driver experiencesaZL intwo directions on the line, whether the lineisterminated or
not. Thisresultsin the driver seeing one-haf the line’ s loaded impedance, or ZL/2.

Figure 8-2. Driving the Loaded Transmission Line

Vt Vt
[¢] [}
L << > 7L
o [ ] [ ] o o o [ ]
° Distributed
Capacitance
- - - - - - Loading

Bus Driver

95YL-05928B (5/95)
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8.2.2

To drive the bus properly requires adriver capable of the following:
ID=(Voh-Vol)/ZL /2

orinthecaseof an LVTTL driver:
ID=1.6V/27ohms/2=30mA (50-pF loading)

The 1.6-volt switching deltaisthe minimum slew to satisfy the LVTTL output voltage
high and low levels (Voh and Vol). Thisisafair anount of drivefor DRAM LVTTL
I/Os, which generally have a maximum 1/0O drive of £8 mA. Redlize that a doubling
of the rise time will be observed to propagate a wave down both ends of the
transmission line at this drive level.

It is important to note that between the 10% and 80% switching levels, dV/dt is
essentialy linear and dependent on the ZL/2 of the transmission line. This can be
viewed as arise time vector (or fall time vector, given the same pulldown capability)
that isrotated ever more toward the horizontal asthe capacitive loading increases. The
net result is decreased transmission line performance.

Ringing

Control of transmission line ringing is mandatory in the design of high-performance
memory systems. Figure 8-3 shows the near-ideal response of the transmission lineto
the output excursion of an ideal driver compared to the SDRAM driver.

Thewaveintheideal case drops through the threshold region to ground with minimal
ringing in the ground region due mainly to the non-ideally terminated stubs of the
interconnected devices. Conversely, the wave created by the SDRAM output driver
flows down the line past distributed inductive, capacitive, and resistive obstacles,
finally encountering a termination resistance. In the ideal case, the termination
properly absorbs the transmitted energy of the original wave, but in this case aportion
of the wave is reflected due to mismatch between the originating drive capability and
reflections produced by the multiple reflective non-ideal stubs.

These interconnecting stubs add a complex component to the real and imaginary
components of the transmission line that vary depending upon their number and the
point of measurement.

Figure 8-3 aso shows the reflected component from the terminating (or
nonterminating) components. Note that the loaded propagation timeis of key interest
here as the “flight time,” equal to twice the tPL (down and back) to the point of
origination. The reflected wave becomes opposite in polarity after reflecting off the
termination. Thus its component subtracts instantaneously from the voltage level at
the driver, resulting in aflattening of the signal or even an apparent reversal in signal
direction.
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This can be viewed as the origina wave reflecting back and forth aong the
transmission line, diminishing in amplitude with each end termination encounter.
(Thisis not to mention the sub-reflections from the multiple stub devices that are not
ideally terminated but nevertheless must be interconnected). The cumulative term for
thisis“ringing.”

Figure 8-3. Transmission Line Ringing
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A 2.0V
8-mA SDRAM Driver
Threshold
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Driver
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8.2.3

Summary

The transmission line interconnecting the clock generator, memory controller, and
memory array is of overriding importance in the success of any high-performance
system design. The physical printed circuit board can to a certain extent control the
unloaded and loaded characteristics, but after a certain range cannot provide any
further practical improvements because trace width becomes much too narrow and
distributed resistive elements become controlling factors. The number of stub
elements can be controlled by limiting the number of interconnects. The end solution
will differ greatly depending upon the application and the tradeoffs made. These are
the domain of the designer’ s decision-making process.

8.3 Clock Stability

8-4

Clock stability isamajor concern in the design of high-perfomance memory systems.
As system clock frequency trends upward, designers must take into account the
stability of the clock subsystem. An expression of the variation encountered in aclock
network is:

Tolerance = Intrinsic skew + Extrinsic skew + Jitter

(1) Intrinsic skew isthe variation found in the clock buffer. It is usually specified as
pin-to-pin skew for agroup of clock buffers. We will assume the use of asingle-
chip solution.
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(2)
3)

Extrinsic skew is the delay variation attributed to effects in the interconnect.

Jitter isthe clock-to-clock variation in the arrival time of the clock. Its effect
stems mostly from noise in the power environment causing time varying shiftsin
the input threshold of the receiving device.

Extrinsic skew can be futher broken into three major components:

(1)

(2)

3)

Extrinsic skew = TOFdelta + Distd_delta+ MT

TOF deltaisthe variation in flight time of the undistorted signal because of
unequal linelengths. It isbest controlled by equalizing all net lengthsto that of the
longest clock.

Distd_deltaisthe distortion-delay variation. The propagated signal undergoes a
lowpass filtering effect due to the distributed capacitive load of the transmission
line. The net effect isto lower the rise time, resulting in an additional delay in
reaching the threshold value.

MT is the manufacturing tolerance of the delay. It ranges from 2 to 7 ps/inch
delay.

Therefore overall clock tolerance can be written as;

Tolerance = Int skew + TOFdelta + Distd_delta+ MT + Jitter

8.3.1 Clock Generator

The clock internal skew resides with the clock generator manufacturer. The other
parameters are due in effect to the physical design of the clocking net. To minimize
these parameters, the following feature set is recommended in the selection and/or
design of the clock generator:

D)

)
3)
(4)
()

(6)

Phase-locked loop with reference crystal-controlled input and feedback clock to
cancel devicetransit or propagation delay time (zero buffer delay).

Separate analog PLL and Vdd supplies with generous decoupling capacitors.
3.3-volt £10% Vdd compatible operation.
L ow-temperature coefficient crystal (100-200 ppm/°C).

When multiple clocks are required, individual driver output skews must be < 500
pS.

Output drivers must be capable of driving four loads on a moderate length (< 5
inches) terminated transmission line at moderate frequencies (< 75 MHz) and two
loads at high frequencies (75 to 100 MHz).
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(7) Output buffer designs capable of “doubling up” to drive heavily loaded lines, if
necessary.
8.3.2 Clock Generator Layout

The following requirements are recommended in design of the memory system clock
generator:

(1) Clock traces must be of equal length and impedance.

(2) Treat clock traces as transmission lines with controlled impedance. Minimize
clock trace length and loading.

(3) Determine clock signal termination type early in the design. Series termination
will reduce the termination power requirement, but the loads must be clustered at
the end of the clock lines, implying stubs shorter than 2 inches.

(4) Clock signal loads must be equal (1 pF difference implies a 50-ps delay).

(5) Clocks distributed across backplanes should be point-to-point. This removes the
“flight time” skew introduced as the signal propagates down the backplane past
each board (i.e. memory modules).

(6) Microstrip is preferred over stripline because propagation is faster (150 versus
200 ps).

(7) Usetransmission lines with an impedance as high as possible for improved noise
immunity. Recommended:
Microstrip; dielectric = 4.7 @ 0.012" thick
Conductor; 0.011” wide x 0.0015” thick copper

(8) In module-based systems, include connector and PCB model in simulations.
(9) Avoid through-hole interconnects; they add 2 or 3 pF to the transmission line.
(10) Always be generous with decoupling capacitors.

These recommendations are considered the minimum necessary to begin modeling
the intended design’s transmission line performance through simulation on a Spice
model. NEC makes available the Synchronous DRAM HSpice model on a non-
disclosure agreement basis.

8.4 Design Considerations

Input/output loading (DQS) is an important parameter of any memory design. In a
lightly loaded system (<30 pF), designs can use less than optimum techniques to
achieve reliable clocking (such as source series and asymmetric termination). Light
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8.4.1

loading is also synonymous with fewer devices, having the effect of shorter
interconnect traces with the devices physically located nearer to the controller and in
most cases soldered directly to the motherboard.

In a moderately loaded system (<50 pF), designs must begin using minimum
transmission line requirements. Line length, balance, termination, output drive
matching, and number of stub loads become overriding in their importance.

At this point, whether the design will include memory modules must be decided.
Memory modules add capacitive, inductive, and propagative factors that need to be
considered. The inclusion of multiple memory devices with their own complex loads
further complicate the design equation.

The decision to buffer must be made at thisthreshold. Buffering decreases the loading
on the clock generator and memory controller so that the system can operate through
arange of module configurations from a minimum to a maximum number.

The best solution for this problem is the divide-and-conquer agorithm. The use of
signal buffering iswell known. With the avail ability of phase-locked |oop, zero-delay
buffers, it is possible to redrive the clock without adding much additional delay. A
rule of thumb for the current generation of synchronous DRAM memories is that
registered buffering is mandatory above 50 MHz or in heavily loaded systems (50 to
100+ pF).

In the following examples, assume the clock is PLL buffered and the control inputs
are registered.

Registered/Buffered Design

First, a model must be developed to ascertain critical path parameters necessary to
understand the worst-case design scenario. It is important to develop a system
viewpoint of the critical time window in which data will be made available on the
memory databusto the controller. The data setup and hold time specifications become
very critical in this case. Figure 8-4 shows timing for the case where the synchronous
DRAM is outputting data on the data bus (read case).
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Figure 8-4. Read With Gapless Data I/0O
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The difference in flight time between SDRAM1 and SDRAM2 to the memory
controller isthe difference in time Tdelta. Futher, the overall clock skew (Tskew) and
the memory controller setup (Tsetup) times must be added to the equation. Thus, the
following equation is used to derive the the true system timing required to satisfy the
available data window for the controller:

Twindow,y,i, = Teycleyin — TacCyax + Tholdyyin
— (TSKeWpnax + TSEtUPax + Tdelta a0

The specifications of the NEC 100-MHz SDRAM show a Tacc of 9 nsand a Thold of
4 ns so that the sum of (Tskew + Tsetup + Tdelta) equals 5 ns. Using 1 nsfor Tskew
and 2 nsfor Tsetup yields a Tdelta of 2 nsfor a Tcycle time of 10 ns, which is about
3inches between SDRAM 1 and SDRAM2. The cal cul ation does not take into account
any further delays on the memory module.

Assuming that these delays add an additional 250 ps to the equation allows a system
design that is constrained to less than 3 inchesin transmission line length and capable
of operating at 80 MHz using 100-MHz rated synchronous DRAMSs. It also assumes
a phase-delayed read clock to the controller from the clock generator.

The following equations calculate the minimum difference in propagation between
the DQs of the two devices:
Tpd' = Tpd (1+ CL/(LCo) Y2

Tpd Propagation rate of the unloaded transmission line.
CL Load capacitance (distributed)

L Line length

Co Unloaded capacitance of the line

The delay of flight time and distortion delay can be calculated from:
LTpd' = LTpd [(1 + CLg/LCO)Y2 - (1 + CL py/LC0)Y?
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8.4.2

Knowing the minimum and maximum values of CL, we can now compute the
minimum and maximum delays for a given lossless transmission line. For aload of
four devices spaced 0.5 inch apart, the maximum delta between module 1 and module
4is.

LTpd'/ inch = 383 ps/inch - 272 ps/inch = 111 ps/inch
(17 pF unloaded versus 40 pF |oaded)

Flight time for the four-load case = 2.5 x 383 = 958 ps

Flight time for the single-load case = 2.5 x 272 = 680 ps

This indicates that an incident wave will reach threshold value 278 ps earlier in the
unloaded case than in the loaded case. The four-load case of 958 ps will need an
additional 250 ps of flight time when on-module I/O, trace, and connector loadings
are taken into account (958 + 250 = 1208 ps).

This minimum of 1208 psfor the worst-case propagation delay is rounded up to 1500
ps, yielding a 500-ps margin in our origina equation. Tdelta in this case is now
improved by 500 ps, increasing the Twindow time to 5.0 ns for the 80-MHz system.

Buffering Requirements

Figure 8-5 isthe block diagram of the JEDEC standard for the 200-pin DIMM (Dual
Inline Memory Module), 2M x 8 SDRAM. The buffered or registered signalsinclude:

Row address enable RE

Column address enable CE

Address inputs AO-A15

DQ mask DQMBO - DQMB7
Clock enable CKE

Chip select CS0

Registering these signals implies that a clock cycle is required to alow for the
registers’ inherent propagation delay; it must be considered in the controller design.

Theclock inputisPLL buffered and distributed to two SDRAM devicesto ensurelow
loading on the clock signals. A rule of thumb isthat the on-motherboard clock buffer
has 500 ps maximum skew, and the on-module buffer adds another 500 ps for a
system total of 1 ns. All clock line outputs from the PLL buffer shall be equal length
to minimize on-module flight time.

Notice that a 10-ohm series resistor is specified for each DQ. The resistor is external
to the SDRAM device. It can be integrated into the printed circuit board using planar
resistor technology (PRT) in which the resistors are buried or embedded in the PCB.
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The resistance accuracy is 5%, even though the standard requires only 20%. Use of
these resistive elementsis based on extensive simulations that showed asmall source
series terminating resistor markedly improved transmission line characteristics.

In fact, the resistor raises the transmission line impedance for a closer match with the
driver output impedance. The terminating resistor also acts to roll-off the dynamic
response of the driver, limiting the high-frequency spectral content that would
otherwise reflect off the nearest stubs, resulting in aless than optimum transmission
line envel ope.

Figure 8-5. Eight-Byte DIMM Block Diagram

CcS10 ° °
CKE10 (] .
CSo0o ° °
CKEO© |Regis- 4 4
RE, CE ter
WE, DQM =}
ooieb- | | | | I
A0-A15 /] —‘
DQoO- 8 DQ24- 8 DQ48- 8
DQ7 o 0447 x8 . x8 DQ31 o MWv X8 . x8 DQ55 © MWv x8 . x8
DQs- 8 DQ32- 8 DQ56- 8
DQlSO MWv x8 . X8 DQ39 o MWv X8 . x8 DQ63 © MWv X8 . x8
DQl6- 8 DQ40- 8
DQ230 MWy X8 . X8 DQ47 © YWv X8 . X8
PLL
CLKOo<< Clock
Buffer
Feedback
Notes:
1. A 10-ohm * 20% resistor shall be wired in series with DQO...DQ63
near the card edge connector.
2. All clock line outputs from the PLL Clock Buffer shall be equal length.
95YL-0590B (6/95)
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8.4.3 Layout Recommendations

The physical locations of the major signal groups on the JEDEC Standard DIMM
(Figure 8-6) are instructive as the placement strategy was at all times to limit line
lengths and hence signal flight time. Thisis especially true for the DQ pins, which out
of necessity require short lead lengths.

Two pins have been reserved for an input comparator referrence voltage (Vref). This
will enable a new high-performance, low-voltage-swing interface to be used in the
future.

There is new nomenclature for power supply pins: Vdd and Vddg. EIA/JEDEC now
recognizes the interface to be separate from the chip array supply resulting in chip
supplies being termed Vdd and interface supplies Vddg. Also, Vcc by EIA/JEDEC
definition is +5 volts whereas Vdd represents al other voltage levels. The current
generation of NEC SDRAMSs use 3.3 volts +10%. Note that there are 9 Vdd and 20
Vddg pins. The arrays are separate from the interface supplies and use fewer pins
because their power requirements are much less than high-performance interface
drivers. The power pins are distributed accordingly for minimum ohmic values
between motherboard and module. Power and ground planes are highly recommended
if not mandatory.

The physical placement of the SDRAMSs has to be as close to the module connector
as possible without violating the no-place JEDEC JC-11 standard drawings. It is
recommended that the devices be placed pin 1 down or closest to the module
connector to facilitate the shortest DQ lead length. The control signals being buffered
have adequate setup and hold times so their placement is not as critical.
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Figure 8-6. Eight-Byte DIMM Pin Configuration (Sheet 1 of 3)
x80 X72 x64 x64 X72 x80

~< VDD 02 101 [ NC, VTT

< NC,VTT 2 102 [] NC,VTT

< NC,VTT 3 103 [ VSS

< IN 4 104 [ NC, REGE

< ouT s 105 [ RFU

< DO e 106 | RFU

< ID1 o7 107 [J ID2

< VsS m 108 [J DQ63 DQ71 DQ79
DQ75 DQ67 DQ59 o 109 [ DQ62 DQ70 DQ78
DQ74 DQ66 DQ58 ] 10 110 [0 Vss

< VDD, VDDQ | [ 11 111 [0 DQ61 DQ69 DQ77
DQ73 DQ65 DQ57 ] 12 112 [0 DQ60 DQ68 DQ76
DQ72 DQ64 DQ56 ] 13 113 [ | VDD, VDDQ

< VSS 14 114 | NC, CLK3
DQ71 DQ63 DQ55 ] 15 115 [J Vss
DQ70 DQ62 DQ54 ] 16 116 |] NC, VREF

Interface
Key

< NC, VTT 17 117 | DQ51 DQ59 DQ67
DQ69 DQ61 DQ53 ] 18 118 [ DQ50 DQ58 DQ66
DQ68 DQ60 DQ52 ] 19 119 [0 Vss

< VDD, VDDQ | [] 20 120 [0 DQ49 DQ57 DQ65
DQ63 < NC,DQMB7 | [] 21 121 [0 DQ48 DQ56 DQ64
DQ62 < NC, DQMB6 22 122 [ VDD, VDDQ

< VSS ] 23 123 ] NC DQ55 DQ59
DQ6L < NC, DQMB5 | [] 24 124 [0 NC DQ54 DQ58
DQ60 < NC, DQMB4 25 125 | VSS

< VDD, VDDQ | [] 26 126 [0 NC DQ53 DQ57
DQ55 DQ51 NC O 27 127 | NC DQ52 DQ56
DQ54 DQ50 NC ] 28 128 |] VDD, VDDQ

< VSS ] 29 129 [0 DQA47 DQA47 DQ51
DQ53 DQ49 NC ] 30 130 | DQ46 DQ46 DQ50
DQ52 DQ48 NC 31 131 ] VSS

< VDD, VDDQ | [] 32 132 [0 DQ45 DQ45 DQ49
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Figure 8-6. Eight-Byte DIMM Pin Configuration (Sheet 2 of 3)
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cso
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Figure 8-6. Eight-Byte DIMM Pin Configuration (Sheet 3 of 3)
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DQ24

DQ19
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DQ17
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DQ24
VSS
DQ19
DQ18
VDD, VDDQ
DQ17
DQ16
VSS
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NC, VTT
VDD, VDDQ
DQ15
DQ14
VSS
DQ13
DQ12
VDD, VDDQ
DQ7
DQ6
VSS
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DQ4
VDD, VDDQ
PDE
PDO
PD1
PD2
PD3
NC, VTT
NC, VTT
VSS
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75
76
7
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173
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Key
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80
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DQ22
VDD, VDDQ
DQ21
DQ20
VSS
NC, DQMB3
NC, DQMB2
VDD, VDDQ
NC, CLK2
VSS

VSS
NC, DQMB1
NC, DQMBO
VDD, VDDQ
DQ11
DQ10
vss
DQ9
DQ8
VDD, VDDQ
DQ3
DQ2
VsS
DQ1
DQO
PD4
PD5
PD6
PD7
VDD
NC, VTT
NC, VTT

DQ22

DQ21
DQ20

DQ26

DQ25
DQ24

DQ19
DQ18

DO17
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95RC-0600Z (6/95)

8-14

8.4.4 Decoupling

Figure 8-7 shows the recommended capacitive decoupling for the x4 and x8
SDRAMs. Two 0.1-puF surface-mount capacitors are recommended each for
decoupling Vdd and VVddg. A problem might be encountered here when the deviceis
mounted with pin 1 nearest the DIMM connector pins as previously recommended.
Capacitor C2 in this case would add several millimeters to the DQ trace lengths due
to its mounting midpoint between pins 1 and 44. The TSOP (Il) package has no
clearance under the device for surface-mount capacitors as the SOJ package has.
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Figure 8-7. Capacitive Decoupling for Vdd and Vddq

X8 (x4)

Vdd l: ! ~ a4 j Vss
[] |

Vssq l: 3 . 42 j Vssq
[] |

vddq [ | 5 . 017 Vddg
[] |

Vssq l: ! e o 38 j Vssq
i R ]

vadg [ ] ° " o o 3177 vadg
[] |
] |
[] |
] |
[] |
] |
[] |
] |
[] |
] |
[] |
u S

vdd [ 22 . . 23 j Vss
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8.5 Power Calculation

The power requirements of the SDRAM depend on the operational mode programmed
in the power-on-reset sequence and the type of access being performed. Thefollowing
currents are average currents and are classified by the different cyclic eventsinvol ved
in dataaccess. Thetwo major categoriesinvolve system and specification parameters.
System parameters are application generic whereas specification parameters are from
theindividual device data sheet. One rule of thumb isthat the higher the performance
and the higher the number of DQs per device, the higher the supply power.

Current calculation formulas are in Figure 8-8. Typical average current values are
shown in Figure 8-9.
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Figure 8-8. Single- and Dual-Bank Current Calculations

A. Single-Bank

I (mA) = [lCCZN X {tRP — (AN + RN) x tRPmin} x tCKmin / tCK
+ lccl x AN x (tRASmin + tRPmin)
+ lcc4 x (BN — AN) x tCKmin
+ lcc5 X RN x (tRASmin + tRPmin)
+ 1cc3N X {tRAS — (AN + RN) x tRASmin — (BN — AN) x tCKmin} x tCKmin / tCK] =T

B. Dual-Bank

I (MA) = [Icc1 x CN x (tRASMin + tRPmin)
+ lcc4 x (DN — CN) x tCKmin
+ lcc5 x RN x (tRASmin + tRPmin)
+ Icc3N x {tRAS — RN x tRASmin — DN x tCKmin} x tCKmin /tCKJ =T

Parameters

tCK Clock cycle (ns)

tRAS RAS active time (ns)
tRP RAS precharge time (ns)
Precharge standby current Icc2N (mA)

Active standby current Icc3N (mA)

Operating current lccl (mA)

Burst mode current Iccd (mA)

Refresh current Icc5 (MA)

Self-refresh current Icc6 (MmA)

AN Number of single-bank row activate commands
BN Number of single-bank burst data transfers

CN Number of dual-bank row activate commands
DN Number of dual-bank burst data transfers

RN Number of refresh commands

Combined toal elapsed time of operation
Average calculated current (mA)

Self-refresh period (ns)

n -4

95RC-0598Z (6/95)
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Figure 8-9. Typical Average Current Values

A. Single-Bank, CAS Latency 2, Burst Length 4, Organization x8

¢« tCK3=10ns System Parameters
« Constant access with 2K/32 ms Auto-Refresh tCK 15 ns
* CKE high; CS low tRAS 256K x 90 ns + 2K x 70 ns = 24.0 ms
tRP  32.0ms-24.0ms=8.0ms
CLK AN 256K
. BN 1060K
Active Command Precharge Command Active Command RN 2K
RAS ¥ \ A T 32.0ms
| 102.3 mA
Read (or Write) Command
CAS A
DQ

B. Single-Bank, CAS Latency 3, Burst Length 8, Organization x8

*« tCK3=10ns System Parameters
« Constant access with 2K/32 ms Auto-Refresh tCK 10 ns
+ CKE high; CS low tRAS 212K x 120 ns + 2K x 70 ns = 25.6 ms
tRP  32.0 ms —25.6 ms = 6.4 ms
CLK AN 212K
Active Command Precharge Command Active Command EE ;ﬁ%K
RAS ¥ \ Y T 32.0ms
| 130.2 mA
Read (or Write) Command
CAS \]
DQ

C. Dual-Bank, CAS Latency 3, Burst Length 8, Organization x8, Ping Pong

¢ tCK3=10ns System Parameters
« Constant access with 2K/32 ms Auto-Refresh tCK 10 ns
* CKE high; CS low tRAS 32.0ms—2K x 50 ns = 31.9 ms
tRP 2Kx50ns=0.1ms
CLK CN 398K
. DN 3180K
Active (A) Precharge (B) Active (B) Precharge (A) Active (A) RN 2K
RAS ¥ Y Y Y Y T 32.0ms
| 218.5 mA
Read (A) Read (B)
CAS Y Y

DQ B3 B4 B5 B6 B7 B8 Al A2 A3 A4 A5 A6 A7 A8 Bl B2 B3

95YL-0594B (6/95)
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The NEC synchronous DRAM is intended for designs that require bandwidths not
easily achieved with asynchronous DRAMs. The threshold frequency at which
synchronous designs have advantages over asynchronous designs depends on several
factors.

(1) System BusWidth. Wider buses produce a higher bandwidth but add pins to the
controller, complicate layout nets, and require additional real estate.

(2) BusBandwidth. A 64-bit-wide CPU fillsthe cache at a66.7-MHz rate, requiring
atransfer rate of 533.6 MB/s (or an 8-byte bus running synchronously at 66.7
MHz). The NEC synchronous DRAM covers both theinterleave and linear burst
sequences.

(3) Speed Upgrade. Planned future versions of the synchronous DRAM will extend
the clock frequency well beyond 100 MHz, allowing improved performance over
the product’slife cycle.

(4) Simplification of the Memory Interface. The command structure of synchronous
DRAMssimplifiesthe state machine design of the memory control interface. The
dual-bank structure affords ready-made bank interleaving for gapless data /0.

9.1 High-Performance Buffer Memory

11/3/95

Lightly loaded systems (<30 pF) can use smple, cost-effective source series
terminations with short trace lengths to implement the system interface. Figure 9-1is
atypical block diagram of this application.

The 1M x16 SDRAM allows the option of creating a 200-MB/s peak transfer channel
operating at 100 MHz. The 44-pin interface includes four pairs of power and ground
pins. Thememory can easily be expanded to 4 megabytes with the addition of another
1M x16 SDRAM and aCS output pin on theinterface. If higher bandwidth is desired,
the data bus can be widened by 16 bits for a 32-bit data I/0O interface (adding 22 pins
for atotal of 66) and a peak bandwidth of 400 MB/s.

This application tightly couples the memory to the application and with proper design
can utilize the dual banks to hide precharge, thus reaching the maximum usable
bandwidth. The ideal applications include (1) Digital signal processors, (2) Local
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memory for massively parallel processing, (3) ATM SARs, and (4) MPEG2 set-top

decoders.
Figure 9-1.  Single SDRAM Controller Application
SDRAM
L vdd Vss [J
L] vssq Vssq [J
] vddg Vddq [
DQO-15 [ > DQ0-7  DQ8-15 [«
] vssq Vssq [
U vddg Vddg [
LDQM > LDQM
Application UDQM
Controller WE > WE UDQM <
208-Pin TQFP CLK
CAS >{ cAS CLK [<
CKE
RAS >{ RAS CKE [<
cs >l Cs
AD-Al1l [€ > A0-A3 A4-AQ [
A10-A11
] vdd Vss [

95YL-0610B (5/95)

9.2 Main Memory

9-2

9.2.1 Eight-Byte DIMM Presence Detect Pins

The application of synchronous DRAM to main memory requires the use of EIA/
JEDEC standard 200-pin dual in-line memory modules (DIMM), buffered and non-
buffered. Tables 9-1 through 9-2 tabulate the presence detect matrix PD1 through
PD8 and hence the standard configurations possible.

Table 9-1. Presence Detect Pins PD8 - PD5
PD8 Byte Write PD7 Buffered PD6 PD5 Speed
1 Word 1 No 1 1 15 ns
0 Byte 0 Yes 1 0 12 ns
0 1 10 ns
0 0 8ns
Table 9-2. Presence Detect Pins PD4 - PD1
PD4 PD3 PD2 PD1 E.)IMM . SDRAM Rows Columns
Configuration
1 No Module
0 1M x64/x72/x80 1M x16 12
0 2M x64/x72/x80 1M x16 12
Synchronous DRAM User’s Manual, Doc. 60321 11/3/95
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9.2.2

Table 9-2. Presence Detect Pins PD4 - PD1 (cont)
PD4 PD3 PD2 PD1 leM . SDRAM Rows  Columns
Configuration
1 0 0 1 2M x64/x72/x80 2M x8 12
0 0 0 1 4AM x64/x72/x80 2M x8 12
1 0 1 0 4AM x64/x72/x80 4M x4/16 12 10
0 0 1 0 8M x64/x72/x80 4M x4/16 12 10
1 0 1 1 8M x64/x72/x80 8M x8 TBD TBD
0 0 1 1 16M x64/x72/x80  8M x8 TBD TBD
1 1 0 0 16M x64/x72/x80 16M x4 TBD TBD
0 1 0 0 32M x64/x72/x80 16M x4 TBD TBD
1 1 0 1 RFU TBD TBD TBD
0 1 0 1 RFU TBD TBD TBD
1 1 1 0 RFU TBD TBD TBD
0 1 1 0 RFU TBD TBD TBD
0 1 1 1 Expansion

The buffered presence detect pins PD1 through PD8 are enabled by asserting the PDE
pinto alogical low during the power-on reset sequence on a per- module basis. Note
that alogical 1 on a presence detect pin is a no-connection, whereas a logical 0 is
driven low when PDE is asserted low.

Buffered DIMMs (PD7 = 0) with byte-write (PD8 = 0) shall be capable of both word-
write and byte-write operations; individual byte-mask (DQMBX) pins must also be
buffered.

Identification Pins

Table 9-3 tabulates the I dentification pin functions.

Table 9-3. Identification Pins ID2, ID1, IDO
ID2 Power ID1 Precharge IDO Command Interval
1 Low-power (battery) 1 Early RAS 1 1 Clock
0 Normal 0 No early RAS 0 2 Clocks

The ID pins are left unbuffered so that the system will default to the module with the
most constraining conditions (assuming that the ID bits of al modules are wired in
series). As an example, the ID2 power pin would be worst case for normal refresh
period SDRAMs, which do not have extended refresh as do low-power SDRAMS. In
this case, the existence of asingle “normal refresh modul€” requires the controller to
ensure the shorter refresh period.

The read precharge ID1 bit involves the timing of a precharge at the end of a cycle.
The JEDEC standard is no early-precharge, but some manufacturers have included it
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9.2.3

9.24

in their SDRAM definitions. This is the number of clock cycles from the last burst-
read data to the assertion of the precharge command.

The column-to-column interval 1DO0 bit is the number of cycles between random
column read/write accesses. This can be done on every cycle (1 clock) in the NEC
SDRAM definition.

Mechanical Keys

The modul e contains mechanical keys, which currently support only a 3.3-volt supply
with LVTTL interfaces. Two supply voltages and two interface types are “ Reserved
for Future Use” (RFU).

Signal Pins

Table 9-4 defines pin functions on the 8-byte DIMM package.
Table 9-4. Eight-Byte DIMM Pin Functions

Pin Name Number Function

AO ... A15* 16 Address Input (Multiplexed)

DQO ... DQ79 80 Data Input/Output (Common)

CLKO ... CLK3* 4 Clock Input

CKEO ...CKE3* 4 Clock Enable Input

CS0...CS3* 4 Chip Select Input

RE* 1 Row Enable (RAS)

CE* 1 Column Enable (CAS)

WE* 1 Write Enable

DQM* 1 Data Mask (x64/x72/x80)

DQMBO ...DQMB7* 8 Byte Data Mask

REGE 1 Buffer/Register Enable

PDE 1 Presence Detect Buffer Enable
PD1 ...PD8* 8 Buffered Logical Presence Detect Output
IDO ...ID2 3 ID Output

IN, OUT 2 Unbuffered Physical Detect Input/Output
Vdd 9 Power Supply

Vddg 20 Power Supply for Data Input/Output
Vref 2 Reference Power Supply

Vss 33 Ground

Vit 11 Termination Power Supply

RFU 2 Reserved for Future Use

* Buffered

The number of pinslisted in Table 9-4 totals 212. However, two pins are shared: A15
and A14 with CS3and CS2. Also, theeight DQMB pinsare aternatively used asDQ
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9.2.5

pins, the DQMB function is not required on error detecting and correcting
applications because the entire 80-bit data word is aways read or written per access.

The IN and OUT pins are intended for use in a daisy chan interconnect to the
controller and are shorted together on the module. In the system, the end of thistrace
is terminated at  Vdd, indicating to the controller that a complete bank has been
installed.

The number of power and ground pins is one-third of the pin count total. It is
necessary to have a separate set of power and ground pins for the interface, which is
satified by the 20 Vddg pinsand 33 Vsspins. The nineVdd pins supply the SDRAM
memory arrays and are not subject to the current surges experienced on the high-speed
output drivers.

Two Vref pinswill supply the voltage reference level for input receiver comparators
in future high-performance interfaces. Also, 11 Vtt pins are intended to supply the
proper termination voltage for the transmission terminating resistors of this future
interface.

Registered and Buffered DIMMs

The asterisks in Table 9-4 indicate on-module buffered signals. Clock CLKO is
buffered by a zero-delay, phase-locked loop that supplies multiple buffered in-phase
clocks to the individual SDRAMs. See Figure 9-2. Note that each buffered clock
drives only two loads. This ensures lightly loaded transmission lines to eliminate as
much interdevice clock skew as possible, each line being the same net length.

One buffered clock line drives the input signal registers/buffers. The device intended
for the registers is 74AC11652 “Octal Bus Transceiver and Register with 3-State
Outputs,” manufactured by Texas Instruments. The input pin REGE (Register
Enable) isinput to the SAB pin on the transceivers. The behavior of the transceiver
is controlled by thisinput and acts either as a “real-time’ data buffer (SAB asserted
logical low) or as a register where the data is registered on the positive transition of
the input clock (SAB asserted logical high).

The buffered DIMM stipulates a 10-ohm (£20%) series resistor for each DQ pin to
control local stub reflections on the transmission line.

At the 16-megabit density, only addresses AO through A1l need to be buffered,
allowing room for other input signals. (Note that CLKO is separately buffered by the
PLL zero-delay buffer.) If the application does not require byteread or write, then the
buffering of the eight DQMB pins can be eliminated. Texas | nstruments manufactures
ax18 Register, part number 74ALV C16835, that can buffer all required inputs. Most
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modern workstation-level RISC CPUs do not utilize byte reads or writes and thus can
capitalize on this cost reduction.
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Figure 9-2. Buffered x64 DIMM; One Bank with x4 SDRAMs

1. This configuration incorporates Word and Byte Write

2. A 10-ohm * 20% resistor shall be wired in series with all DQn lines
near the card edge connector.

3. All clock lines from the PLL Clock Buffer shall be of equal length.

< -
CKEO © .
DQM © .
DQMBO0-7 &
RE © | Register °
CEo© °
W o .
S0 © .
AD-ALS = al i 1l
4 4
DQO0-DQ3 © ‘WA | DQO-DQ3 DO DQ32-DQ35 © “WA | DQO-DQ3 D8 i
I I | i
4 4
DQ4-DQ7 © WA | DQO-DQ3 D1 DQ36-DQ39 © WAV | DQO-DQ3 D9
I I | i
4 4
DQ8-DQ11° A | DQO-DQ3 D2 DQ40-DQ43° WA | DQO-DQ3 D10
I I I I
4 4
DQ12-DQ15°0 A | DQO-DQ3 D3 DQ44-DQ47© M\ | DQO-DQ3 D11
I I I I
4 4
DQ16-DQ19 © A | DQO-DQ3 D4 DQ48-DQ51° WA | DQO-DQ3 D12
\ I \ I
4 4
DQ20-DQ23 © A | DQO-DQ3 D5 DQ52-DQ55°  MA- | DQO-DQ3 D13
| I | i
4 4
DQ24-DQ27 © YWV | DQO-DQ3 D6 DQ56-DQ59 o “WVv | DQO-DQ3 D14
| I | i
4 4
DQ28-DQ31° A | DQO-DQ3 D7 DQ60-DQ63° A | DQO-DQ3 D15
PLL
CKo o > Clock
T Buffer ﬁ
Feedback
Notes:
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9.2.6 Unbuffered Eight-Byte DIMMs

Unbuffered SDRAM DIMMs offer the simplest solution for an actual memory
module but add further complexity at the motherboard and controller level. Therein
lies the tradeoff that must be made. The module does not include any buffering of
input signals nor any clock regeneration, thus saving cost. The alternative is that the
maximum number of loads is multiplied by each additional module loaded into the
system.

The unbuffered SDRAM DIMM is limited to systems where the total number of
modules does not exceed four. Buffering the major input signal groups must be
accomplished by the memory controller or by discrete buffers on the motherboard.
The issue at this point is one of cost from the “As Shipped Memory Load” versus
granularity and the cost of upgrading the system memory. The optimum solutions use
the 1M x16 and the 2M x8. The 4M x4 requires aminimum of 16 devices per module
for ax64 configuration. A four-module system configuration would require adriver
capable of driving a300-pF load on the address and control signal buses. Itispossible
according to the JEDEC standard but does not seem very practical.

Clock distribution (Figure 9-3) to the unbuffered DIMM becomes extremely
important because each clock has to support a minimum of three loads (single bank)
per module versus a single load in the buffered DIMM. Routing is specified in the
standard to control the net length and ohmic value of the transmission line. Theworst
case dual-bank module requires each clock to support a minimum of six loads per
module, severely limiting the maximum number of modules.

Another question iswhether future system upgrades areto be offered. The unbuffered
DIMM limits performance to a maximum of 66.7 MHz, with higher frequency
upgrades being difficult or impossible to design without major system changes.
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Figure 9-3. Unbuffered x72 DIMM; One Bank With x8 SDRAMSs

CKEO o .
DQMBO-7 © .
SO [e] [ ]
WO [e] [ ]
CEO © .
REO © .
AO-An ¢ |
8 8
DQO-DQ7 © DQO-DQ7 DO CK2 DQ40-DQ47 © DQO-DQ7 D5 CK1
8 8
DQ8-DQ15 © DQO-DQ7 D1 . DQ48-DQ55 © DQO-DQ7 D6
8 8
DQ16-DQ23 © DQO-DQ7 D2 . DQ56-DQ63 © DQO-DQ7 D7 .
8 8
DQ24-DQ31 © DQO-DQ7 D3 CKl DQ64-DQ7L © DQO-DQ7 D8 CK3
40 ,3.0cm
DIMM ®
8 Connector
DQ32-DQ39 © DQO-DQ7 D4 . <:| 50 ,075¢cm | 40 ,30em 5
40 ,30cm (X
CK1 © .
cK2 o
CK3 ©

Note:
All clock trees shall be routed as equal-length "stars" from
CK1, CK2, and CK3 inputs as shown in the diagram above.
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9.2.7

9.2.8

Unbuffered vs Buffered DIMMs

The decision to use unbuffered over buffered DIMMSis derived from the present and
future system requirements and the considerationsin Table 9-5.

Table 9-5. Comparison of Unbuffered and Buffered DIMMSs in System Design

Clock External Max Module  Max Memory System SDRAM
Lines Drivers  Freq Cost Modules Load, MB Cost Config
Buffered Single Not 83MHz Moderate 8 8to264 Moderate 4M x4
required 2M x 8
1M x 16
uUn- Multiple  Required 66.7 MHz Lower 4 81to 64 Lower 2M x 8
buffered 1M x 16

Eight-Byte DIMM Motherboard Layout

General guidelines in Chapter 3 apply to both the buffered and unbuffered DIMMs
Only the buffered DIMM is discussed here.

Modeling of the data bus has to include the following real system path impedances:
* Driver IC pin inductance

» Driver board microstrip stub-to-edge connector

» Edge connector impedance

» Backplane microstrip or stripline impedance

» Edge connectors and stub discontinuities (i.e. throughholes)

* Receiver edge-connector/board-stub/I C-input pin

The use of microstrip is recommended for the motherboard interconnect because of
its better propagation characteristics. Termination of the motherboard transmission
linesto cancel reflections can be accomplished by one of the methods described below
and shown in Figure 9-4.

(1) Source Series Termination

Source series termination (Figure 9-4A) can be used only in lightly-loaded systems
(four loads maximum). The value is selected so that the internal source impedance
added to the series resistance value equals the line characteristic impedance (Rsource
+ Rseries = Z0). The traces to the loads should run in parallel. In the case of four
parallel transmission lines, the series value is selected so that the internal source
impedance added to the series resistance value equals one-fourth of the characteristic
impedance (Rsource + Rseries = Zo/4).

Synchronous DRAM User’s Manual, Doc. 60321 11/3/95



NEC Applications

11/3/95

(2) Parallel Termination

Parallel termination can be used in systems with moderate to heavy loads; it depends
mainly on the output drive available to drive the transmission line. Parallel
termination can be accomplished through severa different methods.

(3) Symmetrical Parallel Temination

Figure 9-4B requires the generation of atermination voltage that isone-half of VVdd.
The terminating parallel equivalent resistance value must equal the transmission line
characteristic impedance (Rt = Zo). Note that this can also be accomplished by using
two resistors in a divider network between Vdd and ground. The values chosen for
the terminating pair must in their parallel equivalent value equal the transmission line
characteristic impedance.

(4) Symmetrical Double-Parallel Termination

Figure 9-4C terminates both the near and far ends of the transmission line. The
paralel terminating resistor values must equal the transmission line characteristic
impedance (R1:R2 = Zo). Again, this technique requires the generation of a
terminating voltage, Vit.

(5) Asymmetrical Parallel Termination

Figure 9-4D terminates the far end of the transmission line through a single resistor
pulled up to Vdd. The resistor value must equal the transmission line characteristic
impedance ( Rt = Zo).

(6) Asymmetrical Double-Parallel Termination

Figure 9-4E terminates both the near and far ends of the transmission line through
resistors pulled up to Vdd. The parallel terminating resistor values must equal the
transmission line characteristic impedance (R1:R2 = Zo).

(7) Power Considerations

The terminating technique selected must take certain other factors into account.
Power dissipation, for instance, is lowest in the source series termination because
power is expended only during switching transients and very little current isdrawn in
the quiescent state. Generation of Vit requires voltage regulation, but power
requirement islow.
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Figure 9-4. Transmission Line Termination

A. Source Series Termination

Application Rseries
Memory MA [ spram 0 sbram O sbram [0 sbrawm
Controller

Rsource + Rseries = Zo

B. Symmetrical Parallel Termination

Application Rt
Memory 0 sbram [0 sbram O sbram O sbram MWAN [ vddgi2
Controller Rt=Zo

C. Symmetrical Double-Parallel Termination

Application R2
Memory . 0 sbram [0 sbram O sbram O sbram MWA [ vddgr2
Controller R1:R2 =Zo
R1§
[ vddgr2
D. Asymmetrical Parallel Termination
Application R
Memory 0 soram 0 sbram O sbram O sbram | mw [> Vdda
Controller Rt=Zo
E. Asymmetrical Double-Parallel Termination
Application R2
Memory . 0 sbram [0 sbram O sbram O sbram WA [ vddq
Controller R1:R2 = Zo
R1§

> vddg
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VHDL/Verilog Model from RAVIicad A

A.1 Overview

Thefully developed SDRAM model emulates both the functionality and timing of the
actual devicewith al input signals synchronized to an external clock. Memory density
of the deviceis 16M bits, which isavailablein three organizations: 4M x4, 2M X8,
and 1M x16. The memory itself isdivided into two banks. There are 4096 memory
pages with each bank having 2048 pages.

Commands are given to the SDRAM by a combination of input signals RAS, CAS,
WE, CS, DQM (al active-low), and CKE. The state of these signals is read on the
rising edge of the clock. Typical commands are activate, read, write, precharge, and
refresh. Programmability is provided to set the CAS latency, burst length, and wrap
sequence (sequential/interleave). A mechanism for byte control aso is available.
Refreshing may be accomplished by either CBR command that internally generates
the refresh address or a self-refresh command that internally generates the refresh
address and the timing to automatically execute the cycle.

A.2 Features

11/3/95

* Functional checking for illegal states as defined in the NEC data sheet

» Timing checking for setup, hold, pulse width, and command period violations
» User-selectable accesstimes for 10, 11, 12, and 13 ns

» User-selectable organizations (x4, x8, x16) with byte control

* Multiple instances of model

» Built-in system debugging features

* Dynamic memory allocationin VHDL

» Static or hash table implementation in Verilog

¢ Memory dump sheme
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A.3 Special Features

There is an option to load data into the memory from disk space for read/write
operations whenever it is required. Before accessing a new page from the disk, the
current page gets saved. The information regarding the saved pages isstored in
afile. Thissaving of data is aso availableduring a“dump” operation. The user has
aprovision to preload the memory with aset of datavalues.

A dynamic memory alocation schemeisimplemented in the VHDL model in which
memory pages are loaded at the start of ssimulation. The memory is treated as a
component that is instantiated in the main model.

The Verilog model can use either a static memory or hash table as the memory
module. It takes care of all memory-related operations. The memory component
isdeclared asa modulein the main model. The hash table scheme is implemented
so that the user can initialize a small section of memory while maintaining efficient
memory utilization.

A.4 Usage of Model in the User’s Test Bench

A-2

entity user_test_benchis
end;
architecture behavior of user_test benchis
-- Instantiate user’ s component
component user_component
generic (

);
port (

);
end component;
-- Behavior of the SDRAM conforming to NEC Data Sheet, Ver. 4.0, March 31, 1994

component necsdram

port (
);
end component;
signa ...;
begin

U1 : user_component
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generic map (

)
port map (

)i
U2 : necsdram
port map (

);
end behavior;
configuration user_config of user_test benchis
for behavior
for U1 : user_component
use configuration work. . . .. ;
end for;
for U2 : necsdram
use configuration work.necsdram;
end for;
end behavior;
end user_config;
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